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1. Introduction 

Alkali metal double sulphaLes belong to che family of compounds represented by the 
general formula M'M"Bx,. The crystals belonging to this family are very 
interesting in the sense that they have different phase transition schemes and show 
wide variety of physical properties. For example, I,INI-I,SO~ is ferroelectric in the 
range 10' to 180°C'. LiKSO4 has also been established t o  have a ~erroelectric 
phase! On the other hand, LiCsSO, is known to undergo a second order ferroelastic 
phase transition at  202°K accompanied by softening of an acoustic mode? LLiRbSQ4, 
though belonging to the same family, shows enhrely different phase transition 
schemes with a sequence of four structural phase transitions above room 
temperature, the phase between 202" and 204°C being reported as incom- 
mensurate4. 

Another set of crystals which are equally interesting are those belonging to the 
langbeinite family represented by the general formula AaBzf Many crystals 
belonging to this family also undergo phase transitions and some of them show 
ferroelectric and ferroelastic phases? The main interest in this hmily of crystals is 
because the true order pasarneter does not seem to be the spontaneous polarization. 

In this lhesis some of the crystals belonging to the above two families are 
investigated through vibrational spectroscopic and dielectric studies with an 
objective to gain insight into the nature of phase transition and to understand the 
role of SO, group in the transition. The crystals investigated are LiCsSOI (LCS), 
LiRbSO, (LRS), K,Mna (SOJs (KMS), (NN& Mna(S0J3 (AMS), and K2Zn~(SO& 
IKZS). The results were also supplemented by DSC data. 

2. Experimental work  

LCS, LRS, KMS and AMS were grown by aqueous solution method whilc KZS was 
grown by melt technique. For the former, an indigeneously-built crystal growth 
apparatus was used, wherein crystals could be grown either by solvent evaporation 
or temperature lowering. All the Raman spectra were recorded using a SPEX 
RAMALOG-6 double monochromator spectrometer. A Spectra-Physics 165 model 
Argon ion laser operating a t  4880 A line was used as exciting line. The IR spectra 
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were recorded using a Perkin-Elmer 580 model spectrometer. A Specac variable 
temperatlxe assembly was used to record the low temperature spectra. A 
home-made high temperature thermostatic system was used to record the spectra at 
high temperatures. T! e DSC traces were taken using a Perkin-Elmer DSC.2 
differential scanning calorimeter with Indium as standard. For dielectric studies 
under high pressures a piston cylinder type high pressure cell which could go up to 8 
Kbar was designed and fahr1catedfi. 

3. Results and conclusions 

The study of the temperature dependoncc of external modes in difi'erent polarisation 
settings of the LCS crystal precluded the presence of any soft optical phonon mode. 
Based on this, i t  can he said that phase transition in LCS is likely to be a true proper 
ferroelastic one, where the spontaneous strain devdoped in the ferroelastic phase, is 
the order parameter of the transition7. Our Raman spectroscopic study of both 
externai and internal modes across the phase transition reveals that a continuous 
phase transition associated with gradual structural changes is taking place in LCS. 
The observed anomaly in the total integrated area of the totally symmetric v ,  mode 
in (aa) and (ac) polarisations across the transition is attributed to increase of 
fluctuations in the polarisability of the scattering species. From the observed 
dielectric anomalies along the b-axis of LCS crystal in the heating run under 
various hydrostatic pressure it can be seen that transition temperature T, shifts 
towards the lower side with the increase of pressure and the peak value of dielectric 
constant decreases. Change in T,  with pressure is linear up to 5 Khars above which 
it deviates from linearity. The value of dTJdp  is closer to the value obtained from 
using Ehrenfest relations. The negative value for d T J d p  is consistent with the 
reported volume thermal expansion coefficient of LCS which shows a negative 
anomaly at transition temperature. 

The polar~sed Raman spectra of LRS at room temperature agree reasonably well 
with m o u ~  theoretical ~redlctlons. A comoarison of room tem~erature  Raman 

mode frequenc~es of sulphate ions in the C,, phases of LRS and LC? do not differ 
significantly. The observed maxima in the total areas of v,, v, and v4 modes in the 
vicinity of incommensurate phases are attributed to the fluctuations in polarisabil- 
ity of SO;- ions reaching a large value in this temperature regions. The IR 
absorption spectrum at room temperature showed the expected (A, + B,,) symmetry 
species. 

Raman spectra of KMS recorded in the internal mode region in the cubic and 
orthorhomhic phases differ significantly and this could he associated with change in 
symmetry across transition. Based on IR and Raman spectra, i t  was concluded that 
phase transition in KMS was connected with reorientatipn of SO., groups resulting 
in the low temperature ordered phase. For AMS, the appearance of extra lines in the 
F species Raman spectrum in the SO4 internal mode region was interpreted as due 
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I. Introduction 

The perchlorates of podassiurn, rubidium and cesium undergo structural phase 
transitions at elevated temperatures1.? All the three perchlarates have an 
orthorhombic (Pnma) structare at room temperature. They undergo structural 
phase transitions at temperatures 301.5, 284.5 and 228°C respectively for KCIQ,, 
RbCIOn and CsC10, to cubic F4 3m or Fm 3m. The phase transition from 
orthorhombic to cubic has been studied earlier by X-ray, DTA, spectroscopic and 
dielectric measurernenk'~". However, physical data on slngle crystal samples are 
scarce. This 1s probably due to their very low solubility in water at room 
temperature and they decompose on melting. It  was theretore considered 
wcrthwhile do grow these materials in the single crystal form and to investigate 
their dieicctric properties with the ohject of understanding the rolc of C104 groups 
in their structural pbase transition. This thesis reports the results obtained thcvein. 

2. Experimental programme 

%ngle crystals of KG104, RbClO, and CsC10, of several mm in length were grown. 
Silica gel technique was employed to grow these crystals for the reasons stated 
earlier. Optimum growth conditions were tried and final characteriz~tion was 
carried out. Growth kinetics, and effect of gel aging, concentration programming, 
pH variation, etc., on growth process have been studied. 

Dielectric constants and loss were measured using an LCR bridge a t  1 KHz to 
detect the pbase transition. Dielectric behaviour of irradiated samplcs of KC104 was 
also investigated to study the effect of irradiation. A detailed dielectric analysis was 
then carried out over a frequency range of 1-30 KHz along the t,hree crystallo- 
graphic axes by coupling the bridge with an external oscillator and a lock-rn- 
amplifier. Finally DC conductivity measurements were carried out on these crystals 
and their temperature variations studied. 

3. Results and Conclusions 

Growing crystals with low solubility is a very troublesome task. Using the gel 
technique and carrying out detailed growth studies these difficulties were overcome 



andvery clear single crystals oTapprt~Anbie dinlensions were grown (Some crystals 
had linear dimensions up Lo 10 nun) .  By careful experimentatmn gowth  conditions 
were optimised and it  was found that the most suitable concentration for good 
quality crystals was in Ihe range 0.2 M t o  0.3 M of cation feed solution. Detailed 
growth kinetic studies indicate i.hat 1.hc &~owth  rate is diffusion-controlled. 
Post-growth mass spectrometric analysis showed that the crystals grown had very 
low impurity levels. Measurement of dielectric constant and tan 8 and of conductiv- 
ity in these crystals a l  various temperalures reveals a sharp increase a t  about 250, 
240 and 200°C and anomalous behavioor a t  the transition temperatures. The 
measurement on irradiated samples show increased E and t,an8 values. The 
anomalous dielectric behaviour near the phase transition has been discussed in 
terms of existing PauPing7 and FrenkelH models and has been attributed to the 
orientational disorder of the 6104 ions in the high temperature phase. 

The dielectric dispersion studies have given some interesting results. As the 
frequency of the measuring signal increased, the peak value of the dielectric 
constant at the transition temperature goes on decreasing and flattens out (fig. 1). 
This flattening frequencies are 30,20 and 15 KHz respectively for KCl04, RbC104 
and CsClO,. Since the dielectric anomaly flattens out at radio frequency itself, the 
structurai transition is explained in terms of Frenkel's model of- increased 
orientational disorder. These results agree with the theoretical calculations done 
earlier. The interesting fiature observed in the case of perchlorates is that the 
activation energy (from DTA results) associated with the phase transition and the 
frequency at which t us T curves flatten, have the same ratios, i.e., 6:4:3 for all the 
crystals. This is understandable as both these quantities in a way are indicative of 
the measure of disorder in the system. 



~h~ dielectric behaviour Tc has been analysed in terms of complex electric 
m~,dulus instead of usual Cole-Cole plot because these crystals were highly lossy at 
higher temperatures. The electric Modulus Mi = (€*)-I M' -t jW. The plot of M' 0, 
p in the complex plane for these perchlorates are found to be circular arcs. From 
these plots the relaxation times were calculated and values thus obtained are for 
KCLO/, = 2.6&s, RbC104 = lops, and CsC104 = 1 5 . 9 ~ .  The temperature variation 
of dc conductivity for these perchlorates show broadly ihree regions. These 
correspond to intrinsic region, cation movement region and to the precipitation 
region with activation energies around 1.5eV, 0.80eV and O.leV respectively. 

In conclusion, single crystals of K, Rb and Cs perchlorates have been grown by the 
gel technique. Their dielectric behaviour at the phase transition can be explained in 
terms of orientational disorder that sets in at the phase transition. The advantages 
of the dielectric analysis in terms of complex dielectric modulus have been fully 
utilised tq interpret the high frequency values of dielectric constant. 
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I. Introduction 

The polyketidesl are a group of natural products consisting of anthraquinones, 



alkyl resorglate~, flavonoids, isoflavonoids. xmtbones and macrocyclic lactones, 
etc,, and are biogenetically derived from :1 two-carbon uni(, acetic acid. Some of 
these compounds are biologically active as anti"aiot~cs end hence total syntheses of 
these mo]ecules will be of interest. Synthesis of these precursors will be ofimmense 

in understanding the biosynthetic rnechanisms involved in the formation of 
secondary metabolites. In viow of this, n strategy has boen developedQo synthesize 
the aromatic polyketides which involvc~s t,he consi.ruction of the aromatic moiety by 
the cycloaddition of rnethosycycloi~eradienes with ncetyieaic dienophiles using the 
A]der-Rickert reaction. This new rnelhodology dif&rs from the conventional routes 
involving the elaboration of the .1i)1xi:pri:.!c aromatic compounds. By using this 
method, synthesis of niellein, lil:;ioc!ipiodin, curvularin, stemphol and antibiotic 
DB.2073 have been achieved. h ficuir mate to rnycophenolic acid has also been 
explored. 

2. Results and  discussion 

1-Meth~xyc~clohexa-l,4-dienes (2) have becn readily prepared" by the metal- 
ammonia reduction of anisolcs (1). l'hcse dienes undcrgo isomerization to 1- 
methoxycyclohexa-1,3-dimes 13) in the prc:sent-e of bases or under autocatalytic 
conditions w ~ t h  dienophiles. Reaction of 1-rnethoxycyclohexa 11,41 or (1,3)-dienes 
with methyltetrolate a t  180" afforded an, adducl 14) which on tl~ermolysis yielded 
methyl 2-methoxy 6-melhylhenzoate (5) quantitatively. Similarly reaction of' 
1,3-dimcthoxycyclohexa-I,3-diene (61 with methyl tetrolate gave methyl 2,4- 
dimethoxy-6-methyl benzoale (7). Thus a simple and efficient method2 for the 
synthesis of alkyl salicylates and alkyl resorcy!ates, the precursors of polyketides 
has been devised. In this reaction, the regiochemistry of addition has been 
estahlished..This reaction has been extended to some important polyketides of 
biological interest. 

Reaction of (2)  or (3) with the act:t,ylcni ester 181, prepared from propiolic ester, 
yielded the adduct (Ya) which on pyrolysis followed by demethylation afforded 
mellein4 (10a). Similarly, reaction of' (($1 w1i.h (81 yielded 6-methoxymellein5 (lob) 
through the adduct (9b1. Reaction of t,he dime (6) with the acetylenic dienophiles 
(11) and (121, prepared by standard methods, yielded lasiodiplodin"13) and 
curvularin7 (14) respectively. 

StempholE (15) and antibiotic DB-2073~ (16) arc derivatives of 2,5-dialkylresorci- 
nols whose structures need confirmation. This is now achieved by alkylating the 
dime (6) with n-butyl bromide in the presence of potassium amide followed by 
reaction with oct-2-yne-1-a1 (17) resulting in the aromatic aldehyde (18) which on 
decarbonylation with Wilkinson's catalyst followed by demethylation gave stem- 
~hol(15) in good yield. Similar alkylation of diene with hexyl bromide followed by 
c~cloaldition with hex-2-yne-I-a] (19) and subsequent transformation afforded the 
antibiotic DB-2073. This method has been extended to the synthesis of a number of 
"Ik~l resorcinols by alkylation of the diene (6) with appropriate alkyl halide 
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followed by cycloaddition reaction with acetylenic aldehydes under Alder-Rick& 
reaction conditions. 

Mycophenolic acid1' (21) is a fungal metabolite, having gained considerable 
importance as an antiturnour antibiotic, Its synthesis has been attempted by 
constructing the aromatic moiety from the dierle (23) obtained by the a l k ~ l a t ~ i ~ n  of 
the dime (22 )  with geranyl bwmide. 
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Development of algorithms for optimum allocation of reactive powder in 
transmission and distribution systems by D. Thukaram. 
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Department: Electrical Engineering. 

1. Introduction 

Present day power systems are complex and have grown very large. It is now more 
important tLan ever to design and operate power systems with highest degree of 
practicable efficiency, security and reliability. Active and reactive power optimiza- 
tion is becoming an  increasingly important dispatching centre function in order to 
improve the quality of power supply and to judiciously operate the existing 
resources by minimizing the generation costs and system losses. While active power 
optimization is dominated by economic objective of minimizing generation costs, 
reactive power optimization concerns with re-distribution of reactive power to 
improve the system voltage profile and thereby minimize the active power losses. 
Further, reactive power optimization has grown in importance due to exploitation of 



hydro and nuclear power generating sources a t  remotc? places and inclusion of long 
EJJJTAC as well as DC transmisslon networks in the system. Considerable work hes 
been out in the area of active power optimization (economic dispatch) and 
work in the area of reactive power optimization has received attention only in 
recent times. This thesis concentrates around reactive power optimization in power 
systems. Systematic approaches to the coordinated distribution of reactive power in 
transmission and dlstributioi~ systems have been developed and implemented on 
several power systems. 

2. Scope of the present  work 

The problem of reactive power 0ptimiZatiOn in power systems is of two-fold uiz., a)  
of reactive power equipment in a system and, b) reactive power dispatch. 

Planning of reactive power in a system is directed at  system conditions ranging 
from several months to several years in  future. This involves the sizing and placing 
of add~tional reactive powc?r support equipment in order to satisij. the system 
voltage limitations under both normal and contingency conditions. Reactive power 
dispatch can be defined as the control of generator excitation variables, transformer 
tap settings and adjustable VAR compensating devices to improve the system 
voltage profile and thereby to minimize the active power losses in the system. The 
assuciated analyses are performed minutes to hours prior to its implementation. At 
heavyilight load periods, voltage control is provided by controllable reactive 
sources. Some of the areas selccted fbr deveioprnmt of algorithms for optimum 
allocation of reactive power in power systems are presented in the following 
sect~ons. 

3. Optimum reactive power dispatch 

The major tool used for a reactlve power dispatching strategy is an optimal power 
flow program. Since the introduction of optimal power flow method by Dommel and 
Tinneyl many articles have appeared on this subject. In order to handle large scale 
problems, the idea of decomposition of optimal power flow problem into two, uiz., 
active power optimization and reactive power optimization is also used by many 
investigators2. Effective use of linear programming approximation to this non- 
linear problem is also reported in literature. Recently Mamandur and Chenoweth" 
presented a method for optimal control of reactive power flow employing linearized 
Yensitivity relationships of power systems to establish both the objective function 
for minimizing the system losses and the system performance sensitivities relating 
the dependent and control variables. The approach adopted by the above authors 
has good potential for practical application of the algorithm. However, the 
algorithm needs further improvements for implementation to large power systems 
and red time applications. The application of optimal power flow program for 
reactive power dispatch and control in real time is presently in its infancy. This 
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requires the development of a security constrained optimal power flow, which 
computes in less than 5 minutes. Researchers are presently trying to solve this 

in this thesis an improved aigoritbm for reactive power optimization has been 
presented? The approaeh involves an iterative scheme with successive solution of 

steady-state power flows and optimization of reactive power control variables using 
linear programming technique. The optimization problem is formulated by avoiding 
the inversion of large matrices. Fast de-coupled load-flow technique has been used 
for the successive power-now solutions. Revised simplex technique via dual linear 
programming problem and also upperbound optimization techniques have been 
used for the solution of the optimization problem. The algorithm presented is 
eff?cient and less core demanding. The proposed algorithm has been successfully 
applied to large practical power systems and the results obtained for a few systems 
are presented. 

HVDC transmission is now becoming an acceptable alternative to AC and is 
proving a n  economical solution not only for very long distance but also for 
underground and submarine transmission as well a s  a means of interconnecting 
systems of different Crequency. Since the DC system alone does not generate any 
reactive power, a sequential approach for coordinated allocation of reactive power in 
ACIDC systems has been presented in this thesis. 

The literature survey shows that very few articles discuss about the load 
characteristics, while the voltage profile in the system is forced to change by the 
application of reactive power optimization in a system. In case of interconnected 
power systems it is also necessary to consider the generation and tie-line control 
effects in the model. This thesis presents a method for optirr.um allocation of 
reactive power in large inter-connected power systems6. The model developed 
incorporates load and generation characteristics and also the effects of the tie-line 
controls. Results obtained on a practical system have been presented for different 
tie-line control strategies. The practical importance of the model developed has been 
demonstrated by comparing the results with those of conventional methods. 

4. Optimum reactive power planning 

Reactive power planning approaches involving optimization techniques, generally 
require an initial system condition which is a converged steady-state power flow 
solution. For some power systems i t  may not be possible to realize a converged 
power flow solution for a set of conditions. An initial starting point far from the 
optimum solution may lead to tremendous computational burden on the optimiza- 
tion problem. This thesis presents a method for estimation of reactive power 
requirements in  the planning phase of a system. Considering the key nodes in the 
system as PV-load buses, a power flow method has been presented which helps in 



,tting a solution even fur a severe contingency case. The proposed 
Lethod bas been tested by performing certain planning studies of a few Indian 

power Results obtained on a typical systems are presented. 

power systems are in steady state only for a short duration. FreYsent changes 
disturb the steady state so that Ohf? system IS alriiost-always in transition between 
steady-state conditions. Hence reaccive power plenn~ng has to be based on both 
steady state and dynamic conditions. Following this trend, this thesis presents a 
comparative analyses of dynamic VAdZ planning in a power system having cyclic 
load, typical of a steel plant. 

5. Reactive power compensation in distributioas systems 

The energy losses in distribution systems are goneially quite appreciable 
constituting a major portion of Lhc? overall system losses. InstaPlation of reactive 
power sources at  suitable locations in distribution systems is usually suggested for 
dual purpose of achieving improved voltage profile and reduction in active power 
losses. This thesis presents algorithms fbr optimum size and location of reactive 
power requirements in complex distribution systems, typical of urban. with 
combination of radial as well as ring-main feeders and having different voltage 
levels. In addition, a novel method has been developed for finding optimum location 
of feeding pointireactive power compensation point in radial distribution systems7. 
In the analyses of radial distribution systems an important observation made is that 
the optimum location of the feed-point is more effective than the reactive power 
compensation both in terms of system performance and economy. Also, a reliable 
cornputationally-efficient method for power flow solution of radial distribution 
system is developed and illustraled. 

6. Unbalanced reactive power cornpenciation 

Phase-wise unbalanced reactive power demand is caused in power systems due to 
large single phase loads and also due to large and fluctuating industrial loads such 
as electric arc furnaces, rolling mills, etc. Static VAR compensators (SVCs) are 
preferred over the traditional VAR compensators. The operation of Lhyristor- 
controlled compensators a t  various conduction angles can advantageously be used 
to meet the unbalanced reactive power demands in a system. h-Powever, such 
operation introduces harmonic currents into ihe AC system. In such eases it 
hecomes necessary either to minimize harmonic generation internally or provide 
external harmonic filters. This thesis presents an algorithm8 to evaluate a n  
optimum combination of the phase-wise reactive power generations from SVC alnd 
balanced reactive p w e r  supply from the AC system based on the defined 
Performance indices u k .  Telephone Influence Factor (TIF), Total Harmonic Ckren t  
Factor (IT), and Distortion Factor (D). 



7. Conclusions 

The developed algorithms have been successfu~b' applied to practical power systems 
and the results obtained for various systems have been presented ibr illustration 
purposes. ? ley are useful to both researchers and practising engineers. 
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Thesis Abstract (Ph.D.) 

Sensitivity-based evolution design and evaluation of filter structures by 
K. Rajgopal. 
Research supervisor: Late K. Ramakrishna. 
Department: Electrical Engineering. 

The design of high order filters poses many practical problems whether the 
implementation is in passive. active or in discrete domain. The passive component 
variation becomes important in the first two implementations while the non-ideal 
behaviour of the active devices', most often an operational amplifier (ON, 



influencesthe practical performance of' RC-active fi!ters. In discrete 
domala, lt is the coenicienl quantization which lends I.o qsant,ization errors, 
quantization noise, and finite wordlength e&cts One cornn~an thread that links the 
non-ideal behaviour of filters in both analog and discrete domains is the sensiti.;ity 
of a performance ol?jectivcb of the filter with respect to parameters like 
temperature, finite gain ol the OA, finite wordlength in ~ l r -xess i~g .  and so on. This 
thesis emphasises the cffect,iwiwss of the sonsitivit,y in the 
evolution, design and comparative cvalualion of Elter structures. The main 

of the investigations has heen to evolve p~ocediires leading to improved 
realisation of filters. 

The thesis 1s in six chapters, thi. first chaptcr. being an introduction to the work. 
The second chapter discusses thc fi~rmuiae and important properties relating to the 
first order sensitivity function! sensitivity invariunts:""iilking several possible 
realisations of a function and bounds on sr.nsitivity performance of lossless and 
RC-active networks are' given. 

The third chapter is devoted to the study of the converse problernhf the 
 los stein's' well-known mu1tipar:rrneter sensitivity invariance relation. The con- 
verse problem can be posed as  foliows. Let Pc 1 0 )  be a rational function in ro with real 
coeEcients given by 

where w is a general independent complex variable and coefIicients a, and b., are 
influenced by a set of reai parameters X,, i =  1,2, ,N. The problem is to find 
functions of aJ and b, of' (X, ,X2,  ,X r / )  that satisfy Lhe multiyarameter sensitivity 
criterion 

whereS[F(w;X,,X,, ,XN),X,] and S[F(w;X,,X2,.. ,XN),w1 are first order sensitiv- 
ity functions of F. 

This relation is a ~ n e r a l i s e d  fbrm of the original sensitivity invariance 
relationship in the analog domlin due to Rlostein" and is conceived as a basic 
criterion for evolving structures. One class of solution which satisfies the above 
relation is, when the coeficients a, and b, are weighted sums of all the products of 
the j different parameters chosen from the set [ X J ,  of the form5 



Pi, is one of the NCj possible products of j different parameters chosen from 
the set (Xl,Xz,. ,XN) .  aj,, and P,, are real constants. 

I t  is shownQhat the above form of the solution to the converse problem 
encompasses all the possible realisations of a phys~caily-realisable network function 
in the analog domain. Starting from this premise, new structures are shown to 
originate in  analog and discrete domains, in addition to providing a better 
appreciation of known structures. 

Chapter IV considers the worstcase sensitivity (WS) performance of several 
realisations of a transfer function H z )  in discrete domain obtained from an analog 
transfer function H,(d by using bilinear transformation, when sampling frequency 
ru, is varied. It is shom~' '  that first order sensitivity functions of H(z)  wjth respect to 
the coeficients are transfer functions in z, with their coefficients again being nth 
order polynomials in C (mapping constant of the bilinear transformation). From the 
above relation i t  has been shown that the large sensitivities obtained in discrete 
filters, compared corresponding analog filters, is closely related to the sampling 
frequencies used. The influence of varying the sampling frequency w, on the WS of 
H(zj for different realisations has been analysed and shown to drop by nearly four 
orders, corresponding to a change in sampling frequency of less than two octaves. 
The corresponding influence on the minimum wordlength needed to realisc the 
transfer fiinction satisfying the specifications is illustrated. 

In chapter V practical design aspects of high order filters with non-ideal 
components and devices are discussed. This chapter is a combinntior. of three 
studies. A simple design procedure is given for the realisation of high order 
doubly-terminated LC ladder filters using a limited inventory of commercially 
available capacitor values. The procedure involves the principle of degenerating a 
high order ladder network into a smaller second order rcsoimnt circuits. The 
degenerate circuits along with their characteristic frequencies are used iteratively 
to obtain the values of elements of the overall network using only a set of standard 
capacitor values. This procedure is extendible to siniulated Re-active ladder 
structures as well as to a large varietv of realisalio~~s. 

The non-ideal behaviour of the two-OA GIG realisations of the impedances due to 
finite gain A,, gain bandwidth B, non-zero output resistance Ro of 01% and their 
higher order effects, signal handling capability (SHC) and noise perfbmance have 
been consolidated. The design of two-OA GIG for LPF and BPF has been 
consolidated essentially based on the RC-optimisation of the simulated impedance 



satisfying on one hand the constraints on the element values due to SHC ofthe OA, 
minirnising the ouiput noise 06. the G K ,  while also having a satisfactory 

deviation and quality faceor $ perfimnences over a wide range of frequencies. The 
design involves choice of some impol-tanl paran~eters based on signal 
levels across the impedance oi'thc filkr, sensitivilq. behaviour of the filter structure 
and finally the. non-ideal parameiers of' the OA. 

lthas been pointedX out that the design phiiosophy of RC-active highpass filters is 
entirely different compared to LPF and BPF, since the passband ideally extends to 
infinity. The practical rcquirenlfnt of a reasonable passband behaviour in HPF, at  
least up to 10 times the corner frequency, is comparatively difficult to achieve due to 
deteriorating performance ofthe practical OAs. Irnprovernent in the high frequency 

of highpass filters has been achieved*," essentially by adapting the 
design of two-OA GIG. The GIC is KC-optimised at  a suitable fi.equency wn higher 
than the corner frequency o,. of the highpass filtcr so as to obtain a satisfbctory 
performance of deviation and Q over a wider range of frequencies. The upper limit 
on wn has been suggested, basc:d on the design experience of LPF and BPF, as B/50 
without introducing excessive nonidcal effxts  on the GIC at  high frequencies. 
Further, if a passband performance is to be obtained a t  least up to w , ~  = IOU, (uH is 
the highest frequency up to which the passband performance is desired) in a 
highpi-ss filter, then the minimum liniit on the gain bandwidth B desired of the OA, 
chosen for the realisation of a high qualitv GIC, is suggested as R > 26 ww. The low 
sensitivity at higher frequencies of IIPF" realised using ladder structure forms a 
part of the design procedure. Two HPF examples with corner frequencies a t  10 kHz 
and30 kHz have been designed and experimentally evaluated using amplifiers with 
different gain bandwidths B, to show the efFectiseness of the design procedure. The 
experimental results clearly show that a passband performance for frequencies 
OH$ l o w c  is obtained nearly satisfying the .stringent specifications of 0.1 dB 
variation in the passband of a 7th order Cauer-Chebyshev HP filters. The design 
procedures also take into consideration the constraints on the maximum and 
minimum values of the RC elen~ents dictated by the ease of manufacturilig 
processes invohed in microcircuit technology. 

Chapter VI suggests scope for further work particularly in the area of evolving 
filter structures based on multiparameter sensitivity criterion and its generalisa- 
tion to multivariable systems. 
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Thesis Abstract IM.Sc. Engng) 

Prediction of compressibility of natural soils by Bindumadhava. 
Research supervisors: T. S. Nagaraj and B. R. Srinivasa Murthy. 
Department: Civil Engineering. 

1. Introduction 

Inherent nature and diversity of geological processes involved in soil formation are 
responsible for the complexity of the soil system. The property characterization of 
such a complex system involves elaborate time-consuming laboratory testing. It has 
been the fervent desire of geotechnical engineers to cvolve simple testing methods 
both in  the laboratory and the field such that with minimum input of parameters 
the soil behaviour can be predicted. 

Attempts have been made i n  this Institute to generalize and 
rationally predict the compressibility behaviour . of fine-grained soils. In this 
investigation attempt has been made to extend the above generalization to 
saturated uneemented natural soils, which contain coarser partides as solid 
constituents. 

2. Re-examination of the micro-model 

Nagaraj and Srinivasa Murthy2 have shown that the unique half-space distance, 
d us net osmotic repulsive pressure (R-A) relationship6 derived from the GouY- 



Fro. 1. Analytical d - log p and (eie,., - log,,, p rolationah~p~ 

Chapman diffuse double layer theory provides the basis to generalize the com- 
pressibility behaviour of normally consolidated saturated uncemented fine grained 
soils, for a given physico-chemical environment. To ensure generality of the com- 
pressibility equation, this micro-model has been re-examined by considering the 
variation in the values of the physico-chemical environmental factors (fig. 1). 

Using the Gouy-Chapman diffuse double-layer theory and the method of 
computation proposed by Sridharan and Jayadeva6, the d us (R-A) relationships 
have been computed for three clays for defined combinations of bulk solution 
concentration, n and valency of cation, u. Figure 1 indicates the special spread of 
d Us %A) plots for various combinations. From the void ratio, e, specific surface, S 
and the half space distance, d relationship, it can be shown that 

where dr, a ~d e~ are half-space distance between clay particles and void ratio at 
liquid limit respectively. Thus the d us (R-A) relationships of fig. 1 can be 
transformed into (el%) us (R-A) relationship by normalising with their respective 
dr, values. It is interesting to note that the d us log (R-A) plots which are distinctly 
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FIG. 2. Experimental flow curves and FIG. 3. Experimental e-log,,p and 
w h - D  relationship. We,,) - loglop plots. 

different for different combinations of the physico-chemical environmental factors, 
collapse into a very narrow band in the (e/eL) u s  log (R-A) plot. This implies that 
(e!eJ us (R-A) relationship is more general and fundamental, with el. accounting for 
physico-chemical environmental factors in addition to the specific surface of the soil. 

Modified liquid limit 

The effect of coarse fractions in  soils on their liquid limit has been experimentally 
studied. This has been attempted by generating flow curves of three natural soils 
(having liquid limit values of 42, 68 and 92 per cent) mixed with different 
percentages of coarse particles. The coarse particles used are crushed sand and 
smooth spherical uniform glass particles, which have different surface frictional 
characteristics, shape and size. It has been shown that the coarse particles reduce 
the liquid limit in proportion to the percentage of coarse particles irrespective of 
their type, size and shape. These flow curves can be normalised with their 
(respective) liquid limits, to result in a unique line (fig. 2). The behaviour has been 
explained in terms of the floating matrix concept. The quantification of this concept 
has been made in terms of the modified liquid limit, for the per cent and size of the 
coarse particles used in this investigation. 
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Rc. 4. Prediction of compresxibility hehaviour 

Compressibility behnviour 
:w 

The effect of coarse particles on compressibility has been studied in relation to the 
laboratory-generated e - logp curves. It is shown that the e-logp curves of soils 
having coarse material as admixtures can be normalized using their respective 
modified liquid limit values (fig. 3). Further, using the modified liquid limit values, 
the generalized models proposed by earlier investigators can he used effectively to 
predict the compressibility behaviour of natural soils having coarser particles also 
(fig. 4). 

Simplified method of determining the liquid limit 

In the above predictive methods, if liquid limit is known, the compressibility 
behavlour can be predicted, perhaps within a very short ~eriod.  But in normal 
Practice the liquid limit detemination itself takes more than 24 hours. There exists 



284 IISe THESES ABSTRACTS 

Table P 

Reproducibility of expe&menatal liquid limit resanlts by bulk 
density method 

Soil 

- 
A 

B 

C 

Wt ol' y* 

so11 (@'cc) 
filled 
(g) 

Water Specific S, 
content gravity (%I 
a C 

Computed 
water 
content 

Depth 
of 
pene- 
tration 
In rnm 

'b Error 

(4)-(7) 
(9) = -- 

(4) 
X 100 

-- -- 
Volume of the cup= 95-0 c.e. 

an interrelationship between the water content, w and the bulk density, yb for a 
known degree of saturation, S,  in the form, 

where, G is specific gravity of soil particles and y,  is unit weight of water 

In the above equation for known value of the degree of saturation, specific gravity 
and bulk density, water content can be determined instantaneously. In liquid limit 
determination using cone penetrometer the bulk density of the soil can be 
determinedby measuring the weight and volume of the cup filled withsoil. From an 
extensive experimental data, i t  has been found that the degree of saturation in such 
tests is about 98%. This principle has been used to determine water content 
imtantaneously in the liquid limit determination. Table I indicates the reproduci- 
bility of test results by this simplified method of computing liquid limit. The error in 
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the liquid limit computed by the proposed method is within the limits of accuracy at 
&neering level. 

3. Conclnsiorrs 

~~~~d on the basic considerations, experitnentaI results and discussions presented 
in this investigation, the foliowing specific conclusions have been drawn. 

1. The (e/eL) us (R-A) relationship is more general and fundamental than the d us  
(R-A) relationship. 

2. The liquid limit of soil reduces linearly with addition of coarse particles. The size, 
shape and surface characteristics of coarse particles do not influence the type of 
interactions at  liquid limit level, other than the linear reduction in specitic 
surface. The reduced liquid limit is defined as the 'modified liquid limit'. 

3. The presence of coarse particles will only dilute the cornpressibiiity behaviour of 
the soil in proport~on to the corresponding reduction in liquid limit of soil. The 
variation in the surface characteristics, shape and size of coarse particles present 
does not influence the compressibility behaviour of the fine grained soil. 

4. The modified liquid limit can be effectively used to predict the compressibility 
behavionr of saturated uncernented fine-grained soils, having coarser particles. 

5. A simplified method of determining the water content with the cone penetro- 
meter cup and using the basic interrelationship between the water content and 
bulk density has been brought out. This can be gainfully used for instantaneous 
determination of liquid limit of the fine-gained soils. 
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Dielectric-coated corner reflector by Ncmichandramma. 
Research Supervisor: A. Kumar. 
Department: Electrical Communication Engineering. 

The electromagnetic field of an antenna may be obtained by solving Maxwell's field 
equations rigorously subject to the appropriate boundary conditions which must 
include not only the boundary conditions applicable at the exciting source but also 
those applicable at  infinity. Because of these complications, exact solution can not 
be obtained except in a few simple cases. Therefore, various approximate methods 
are employed to calculate the radiation field of an antenna. Ray theory is one such 
technique which yields, particularly at  high frequencies, practically acceptable 
results. I t  is an extension of the geometrical optics to the microwave region of 
electromagnetic spectrum1. 

Infinite conducting plane 

The radiation pattern of an isotropic antenna in the presence of an infinite 
conducting plane is derived by employing the ray theory technique. 

Consider an isotropic source placed at  the origin, S, of a spherical polar 
co-ordinate system, a distance, d, above a perfectly conducting infinite plane as 
shown in fig. 1. The effect of the plane on the radiation pattern of the source at S, 
may be taken into account by replacing the conducting plane by an isotropic source, 
located at D, of the same magnitude as the source at  S, but 180" out-of-phase with it. 
The total field at a far-off point, P(r, 8, 01, is given by, 

where p = 2d.t. 

Dielectric-coated infinite conducting plane 

Consider the antenna system discussed above but with the difference that the 
infinite conducting plane has on it a uniform coating (of thickness t ) of a lossless 
dielectric (dielectric constant E ,  ) as shown in fig. 2. Employing ray theory, the 
analysis shows that the effect of the dielectric-coated infinite conducting plane may 
be taken into account by a linear array of equally spaced isotropic sources having a 
constant progressive phase shift, and located on the surface of the dielectric, 
coating, as shown in fig. 2. 

The phase difference between any two consecutive rays is 

J, = 2pt V E ~  - sin2t? . (2) 



plo. 1. A,, ,sotropic Yuurce plao.d FIG. 2. hi, isotrupic liaurce above an infinite 

perfectly conducting infinite piane. condnctinhr having a uniform dielectric 
coating. 

The amplitnde of different rays are as  labeled in fig. 2. The field at  a distant point, 
P , is the vectorial sum of all thcse rays and the direct ray. The vectorial sum of 
these rays is given by 

where 

p = reflection co-efficient in medium 1. 

r = transmission co-efficient in medium 1, 
P' = reflection co-efficient in medium 2,  
7' = transmission co-effkient in medium 2. 

Therefore, the total field a t  the distant point including the contribution of the 
direct ray 1s 

E = 1 + e x p ( - j h )  [ELI (4) 

where is the phase difference due t o  the path difference SF between the direct 
ray and ray '1'. 
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For the special case wherein the source is on the dielectric itself, 

d = t , and 1 1 / ~ ~  = 2P(d - t )cos 6' = 0. 

Therefore, the above equation reduces to 

~ ~ k i ~ ~  an x-oriented horizontal EBertzian dipole antenna located on a dielectric. 
coated conducting plane, the above equation give8 the radiation pattern in the 
YZ-plane. 

The radiation patterns for E, = 2.56 (Teflon fibre glass) and E ,  = 6.00 (Beryllium 
oxide) have been computed using the above equation. 

Results are in good agreement with those given by Shastr?. 

Corner reflector antenna3 

Kraus3 has analysed the corner reflector antenna system by employing the method 
of images. Moullin4 has obtained an expression for the far-field of the comer 
reflector antenna system as an infinite series. Thc problem of the corner reflector. 
antenna may also be tackled using ray theory. 

The effect of the corner reflector on the radiation pattern of the source at S, may 
be taken into account by replacing the corner reflector by N isotropic sources, where 
N is the number of images formed by the corner reflector (fig. 3). Adopting the ray 
theory approach the total field at the far-off point, P ,  is given by 

where h, = P(r-- r,,) + a ,  and a, is the phase angle by which the image at S, leads 
the source at  S. 

For the case of a 90' corner reflector equation 6 simplifies to 

Eio) = 2[cos(pE cos($r2 - 0))-cos{pR cos(3fl2 - @)I. 

For the case of a 60" corner reflector equation 6 simplifies to 

E(0) = j2[sin{pR cos($l2 - 0)) - sin{pR cos(3$/2 - B)} 

t sin{@? cos(51jd2 - o)}]. 

Of particular interest is the value of the field, E($/2j2), along the direction 0 = ljr/2. 

For the various radial location R of the driven element, on the bisecting plane of 

the apex angle, the field is computed using the following equations 



FIG. 3. Isotropic source in n YO"-corner re- Ra. 4. Uiclectric-coated corner reflector. 
flcctor 

E($/2) = Icos(pr1- costflr cos $1 1 

for the 90" corner reflector, 

E($/2) = jZ[sin(/3R) -sin(pR cos ik) +sin{pR cos(2$d}l 

for the 60" corner reflector. 

Results are in good agreement with those of Moullin's4. 

Dielectric-coated corner reflector antennas 

Comider an isotropic source place a t  the origin, S,  in a 90" corner reflector coated 
with a lossless dielectric (dielectric constant e,). This comer reflector can not he 
replaced just ,y three images as in the case of 90" corner reflector without the 
dielectric coating. The dielectric coating over a reflecting surface results in multiple 
reflections of any ray that  is incident on the dielectric coating. The results of 

up these multiple reflected rays is to produce an equavalent reflected ray 
whose amplitude is M times that of the incident ray, where M is given by 



Q IN DEGREES- - 
FIG. 5. Radiation pattern of an isotropic source placed in a dielectric-coated corner reflector 

Analysis shows that the radiation from the source in any direction consists of the 
following components. 

1. Direct ray from the source in the direction 8. 

2. Ray leaving from the source along the direction (180"- 8), getting reflected from 
reflector '2'. 

3. Ray leaving from the source along the direction (360'- 81, gettmg reflected from 
reflector '1'. 

4. Ray leaving from the source a t  (180" + 81, getting reflected from both reflectors. 

To find the net radiation field at  a far-off point due to the antenna system, above 
mentioned rays will have to be added in proper- phase and amplitude. 

Let the multiple reflection factor for the reflectors 'I' and '2' be M1 and M2 
respectively. The phase difference, Gl1, $, , , between the direct ray and ray '1' and 
the phase difference $22, between the direct ray and ray '2' is given by 

For the ray directed along (180" + 8), depending on the geometry (fig. 4) two cases 
of reflection arise. 



casasel~  he distance, An ,  is less I h:in I h i .  i l l . ; t : ~ ~ ! c ~ ~ ,  SI). 1x1 this c;w(s it i s  noled ihat, 
ifthere are n reflections at the rh!~tk9ric ' I  '- ,rir inlcd: ta . .  1itf:rrc-  hi^ ray enters talc. 

dielectric coating 'l', there will iic (11 t 1 J cwwrgtLnt r.::!:a. 

where Pk is the path difkrence of the  ray 'tr,.' with respect to thc direct ray 

For various radial locations of tht~ i1rivt.n &rnr:nt, on the hisccting plane of the 
apex angle, the radiation p:it,tern in  thc phnr  norrnal to the two reflectors iu 
computed using the above cxprc:ssioil (fig. 51. I t  may be obficrvtrl from the graphs 
that the radiation patter11 has sidc lok~es. 'File number of  side lobes increases as the 
radial distance of the driven elerncnt on thc. hisectinx plane of the apex angle, 
increases. The direction of't,he major lohc! drpcmdw on the thickness and the relative 
permittivity of the dielectric coating, and the radiai location of the driven element. 

As the thickness of the dielectric coating dc:.orcases, the minima of the major !obe 
slightly pull down and there is n slight decreaw in the side Iobe level. 

It is lo be noted that there it; 'no hop' region near the apex angle bisector. This 
results in small constriction of'the radiation pai.tern near t.he bisector angle, 45". 

Concluding remarks 

An advantage of dielectric coatilig confifiuration is that the dielectric layer over the 
reflecting planes acts as a protective layer. For the case ot'plane reflector, it is seen 
that by coating the reflector with suihble dielectric, there is little change in the 



radiation pattern, as iong as the thickness of the coating is comparatively small, F,, 
the case of corner refledor, a coating of dielectric rcsuks in a pattern which is 
complicated as compared to the corner reflector without the dielectric coating ~h~ 
coating results in a slightly narrower major lobe fop. certain radial locations of the 
driven element. The radjatim pattern has many side lobes. In cases where the 
existellce of the side lobes can be toierated, it is advantageous to coat the refleetors 
with a dielectric. 
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