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A ncu Pad<-llpc r:mnnill :!pprorlIll;lnl l i l r  a power iollc% In two ~~~i~ i fb l i l s  rniitch~.d i ~ t  the nodal points of ,, 
i.wr mucturc d!flcicni Irmn bolh Chr4wlm md Mo\c X. Raru I\ devclopuii 11 hciocncs e;lrlcr to dclinc 1,-D 
i,t~a~n;il  approxim;!n:\ ol a powcr \urlc\ an ,~-v.iruhic\ lo! our choice 01 nadi pwt,t\ 01 ,,-D mqer \t,ucture. 
ivhlch cdn hc rcduccd :rl I':idC .~pproriniaot\ to onc w ~ h i c  P;ldL'-type r,trti,nal ;ppmxlm:in[\ in ( , r -k )  
~.m~hlc\ tlni~hc Ch~\holrn'\ i~pplmirni~nt\ nu rpcci:~l coo\lrainrs arc ~rnpwcd t o  ~ h k l ~ n  thew ulnquc mtian;~l 
, ~ p p m i r n ; ~ n t  lor 'nwm~l c.~%.c' All Ihc ptopcrl:c\ \ a l i 4 c d  hy Ch~\holm', ;ipproxmtnr\ arc :ho ~;~r~sRcd hy the 
nca ;$pproxm,lnt\.  

The role o f  one-dimensional k i d &  ripproximation theory in the areas of theoretical 
physics'. nunicrical ;in;~l~sis',  and  clcctriral engineering i? well established. In 
multidimensionai d i g ~ t a i  signal processing applications, the extended Pade approxirna- 
tion theory has been widely used'. 

A multicliniensim$ riitional appwxirnant  is the ratio of  two 11-variable polynomials 
constructed t rom the  coelficicnts of  power series in PI-variables. Unlike P;ldC 
;~ppronim;~nt the definition o f  rational approxirnant tor more than one  variable is not 
unique. It depends upon  tllc choice of nodal points of 11-0 raster structure at which the 
coefficients of Taylor  series expansion of the approxirnants a re  matched. Chisholm and 
McFwan' cxlcnded the  definition of ra~ iona l  approxirnant of a power series in more than 
two variables corresponding to Chisholm structure'. Bose and Basu" also defined 
hdt- typc rational approximants  o f  a power series in two val-iahler for  a raster structure 
different f rom Chi\holm. They  employ hlock Hankel matrix structure for  characterisa- 
tion Of the ratlonal appmxim;lnts and have shown that unlike I-D scalar case. thi- 
rolution to 2-11 Pad6 :1pproxilnation problem niay not he unique when 3 solution is 
y m n t e e d  ti1 c x i q .  In ;I recent communication7. we have developed an explicit 
determinant illgorlthm fo r  Chisholm approxirnants and  used it for the design of  IPR 
digital filter\ f rwn  ;I knowledge of given impulsc response. 

'First presented a t  the  ti,,,,,,, juhilec c ~ ~ [ ~ ~ ~ ~ ~ ~  on syrtems .ind Scgnal Procersing held at the Indim 
lnWuce of Sciencc, B;m$alore. Indui. durmg Dcccrnhcr 11-13. 1986. 
iEkctr~c.ll kngineenn2 ~ ~ ~ ; , ~ ~ ~ ~ t ;  :i.~lcctronicr & Cornrnunic:~tion Bngineeriny Depi~rtrnent. 
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2. Main results 

For a power series in iz-variables given hy 

the [Urn] rational approximant is defined as 

: 61; \ {  :); 
Al(z) - 1-(1 11-1 

fi."z(Z) = B,,,o r , ,  il 

y bl 1 1  +; 
where 

[//in]' = [ I l 3  12. . . . . /,,/117~, m2. . . . , m,,] 

z =  ( z1 ,  Z?. . . . . z,,); Ck = C A , .  . A,, 

a; = O(i, 1 1,); b, = O(j, > m,,); ck = O(k, < 0) (for any given p = 1, 2 ,  3,. . . . n). 

Since multiplying the numerator and the denominator hy any constant leavesfi,,,, ( z !  
unchanged. we impose the normalization condition 

BnLW = bl,,l!. . . , . 0 = I .  (31 

In general. for normal case we can write 

, I  l,, n 1 ,I X li  

(Yc; ,=I1 /,=I I 1  z b ,  1 ; ( ,  1 2 ;  ( 1  r; I 2 (4) 
,=<! ,?=I / ' = I  i s 0  psi 

where rk = O at k  = ( k  I, k ~ ,  . . . , k , , )  nodal points of the raster structure at whichf (z) 
and f,,,,,(z) are exacriy matched. 



TO define \;,,,,(:) for 2. 3 and 11 d i m ~ m i o n s  \ve need to ohtain 11,s and b,s for these 
dimellsions. Further. t h i ~  l l i . ~ ~ d ; l t ~ 5  tiescrillti~lrl of rorious repions of an 11-dimtnsionnl 
rasterstructure To define regions RI,s,,(,,,) = Ri 1 .  let S, , (n)  = {I.  2 , .  . . , n )  be set of 
integers, and S,i(ri) hc cilch :ind cvcrq. subsct o f d  ( d  = I .  2.  . . . . ) I )  numher of clements 
contained in the set S,,(II). 

In Ihe following suhscctions we c~l~tnin ;tpprouim;~nts for n = 2.  3 and i l  

Since hi,,,, = 1 from (3), we need to define { ( I f ] )  ( m + l ) }  a, coefficients 
and {(If 1) ( m +  1)-  1) h, coefficients. To obtain {2(1+1) (m+ 1 ) - l j  a, and b, 
coefficients we need {2(1+ 1) ( , I , +  1)- l} independent equations. These are obtained 
from (4). modified corresponding to 2-D case, i.e., for n = 2, by matching the coeffi- 

cients of ( fi i$') at nodal points (kt .  k2) of the 2-D raster where i, = 0. 
1'- I 

The ( i+  1) (m + 1) a, coefficients are determined in terms of 6, coefficients satisfying 
(4). modified for t~ = 2, at nodal points corresponding to 2-tuple k = (kl, k ~ ) ,  for 
0 k, S 1; 0 < kZ s m and rA = 0. The set of these equations is given as 

where Ck- ;  = C(k  ,-,, ), (PI-,>). 

The range of parameter k is shown in fig. 1 as shaded rectangle marked as R. The 
remaining { (1+ 1) (m + 1) - 1) equations are obtained in the regions R!S~( , , , ~  The nodal 
Points in two-dimensional regions i.e. the region R(s,,(,ji for d = 1, are defined by 

0 S k, s ( l i+mi) i  = 1, 2 

'f P & $1 (2) then (I, + 1) s k, s ( I ,  + m,) but if p 6 SA2) and q (&\SI)(~);  
q+Pc 

k ,  +k ,  6 (Iq+mq) (8) 
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where for n = 2, 

S & ! )  = (1.2) and S1(2) = ( I ) ,  (2) 

if S1(2) = {l}, then (S4\S1)(2) = (2) 

With puranneter k defined by set of equation (8). 4 (m(m + I)+[([+ I)]  the number 
of equations containing h, o n l y  can be obtained from (4) modified for n = 2 as 

The range of parameter k  in 2-D regions is shown as'R{,} and Ri2/ in fig. 1 

The remaining [ ( l +  rn) - (1- m)'] equations are obtained in 1-D region 
R{S,~>,\  = Hi~.'i for d = 2. The range of parameter k  in I-D region is defined as 

if p,  q E S2(2) then k,, - k ,  = I ,  - 1, 

fo r  (I ,  + 1) S k ,  C (m, + I,,) 
and (I,, + 1) =- kq s (my + l,,). (10) 

The range of parameter k defined by (10) lying in 1-D region Ri,, 2, is marked 'x' in 
fig. 1. For this range of k  with r ,  = 0, we obtain from (4), modified for n = 2 ,  the 
following set of equations for determining bjs 

When any one of the zi vanishes, (7) and (9) together with (11) reduce to equations 
corresponding to Pad& approximants for a power series in I-variable. 
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For n = 2, if 11 = i,= !?!I = m, = m. (2) defines 2-D diagonal rational approximants. 
1" such a case (71, (9) and (I?), after proper modification, can be expressed in terms of 
double-complex contour integral of the function 

Equations (7) and (9) can therefore be written as 

where T1 and T2 are simple closed contours encircling the origin in the complex 2,- and 
2,-planes, respectively. Equations defined by (11) can be written as 

The set of nodal points defined in (13) and (14) is shown in fig. 2. We observe that each 
ck occurs in only one ot the set of equations (7), (9) and (11) as coefficients of bo.0. 

2.2 New 3-0 diagonal ratiovial approximants 

For a formal power series in three variables given by (1) for n = 3, we define [I,, 4, 
h h ,  m,, m,] rational approxirnant by (2) for n = 3. With I, = I2 = 1, = m, = m2 = m3 
= rn, a diagonal rational approxirnant is obtained corresponding to which A,(.?) and 
&(z) can be written as 

and 

Since b ~ , ~ , ~  = 1 from (3), for n = 3, we need to define (m+ 1)3 a; coefficients and 
{(m+ u3- 11 b- coefficients. To obtain {2(m+ 1) a; and b, coefficients we 
need {2(m+ I)~'- 1) independent equations. These are obtained from (4), modified 

corresponding to 3-D diagonal case, by matching the c~efficients of 
nodal points (k,, k,, k,) of the raster structure where r k  = 0. 

The (m+ a, coefficients are determined in terms of b,  efficient^ satisfying (4), 
modified Corresponding to 3-D diagonal case, at nodal points correspOndin:, to 3-tuple 



k = ( k , ,  k,. k3), for O < k,, < ~ n ,  p = 1, 2,  3, and r ,  = 0. The set of these equations 1s 
given as 

1 

c+,, h, = a, 
,=o 

fork  = {(kl.k2.ki):0 s k,, < m ; p  = 1.2.3). (17) 

The range of parameter k is shown in fig. 3 as shaded cube marked as R 

When any one of 2, vanishes, (17) reduces to equations corresponding to ( 7 )  for1 = m 
for2-D diagonal rational appr-oximant and when any two of z, vanish then (17) reduces to 
corresponding equation for diagonal Pndt: npproxirnants. 

The remaining {(m + 1)'- 1) number of equations involving h, only are obtainedin the 
regions R,,,,(>,).The nodal points X of the raster structure corresponding to regions R4,,,(3it 
are defined by the following expressions 

but if p e  &(3); q F (S?\Sd) (3); then k, + k,, s 2 m. (20) 
4 1 1' 

The total number of nodal points, k, obtained from the last three expressions is given bY 

which is the exact number required to determine {(m + I).' - 1) number of b, coefficients. 

The set of equations obtained from (4). modified corresponding to 3-D diagonal case 
b' coefficient matching at nodal points described in1(i8-20) where r, = O is given by 
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Thedifferent regionsare shown in fig. 3 as Kil l ,  Rjli, R,I.2), Riz,3t, R,;,,) a n d &  ,,2,,1. 
The number of regions R,.s,,(,,; for :I particular d is given by (:). 

When any one of z,  vanishes. (22) reduces to (9) and (11) for (I = m)  corresponding to 
2-Drational approximant. and when any two of z, vanish. (22) reduces to corresponding 
equation for diagonal Pad6 approximants. 

2.3 New n-D diugonul rutioncrl upproxirnunts 

For an n-variable power series given by (1) the new 11-D diagonal rational approximant is 
defined by (2) with the constraints 

Since b~.~,. . . = 1 from (3). we need to define (m + 1)" a; and {(m + 1)" - 1) b, 
coefficients. To obtain {2(m + 1)" - I}  u, and b, coefficients we need {2(n+ 1)'- 1) 
independent equations. These are obtained from (4), modified for n-D diagonal 

a~proximants, by matching the coefkients of ( $1 at 1 points (k~, 
p=l 

k a .  . . . k,,) of the raster structure where rk = 0. 

The (m+ 1)" a; coefficients are determined in terms of b, coefficients satisfying (4) 
modified for diagonal approximants, at nodal points corresponding to  n-tuples k = (k,, 
k2. . . . , k,,), for 0 c k, s m; p = 1, 2, . . . , n and rk = 0. The set of these equations 
is 



B. M. KARAN AND M. C. SRIVASTAVA 

which is the exact number required to determine (rn + 1)" - 1 number of b, coefficient 

The set of equations obtained from (4) .  modified for n-D diagonal approximants,t 
coefficients matching at nodal points, described in (25-27) where rk = 0 is given t 

In the following section we discus? the properties of diagonal rationai appioximant 

3. Properties of new ia-D rational a 

All the properties satisfied by Chisholm diagonal rational approximants a x  also satisfic 
by the new diagonal rational approximants developed in this paper. For brevity we stat 
these properties in the following paragraphs. The proofs of the% properties are discusse, 
by Karanx. 

(1) S~lmrnerry: The definition af the approximant is symmetrical between the variable 
Zk  ( k  = 1. 2,  - . . . n). 

(2)  Exisrerxe and uniqueness: An n-variable power series always defines a sequence o 
approximants. Thesc approximants are in general unique. 

(3) Projection: If any k (< rr) of the variables are equated to zero, the approximan 
reduces to corresponding approximants in (n - k) variables formed from the powe 
series with the same variables equated to zero. 

(4)  Homographic invariance: The defin~tion of the approximants is invariant under a1 
transformations of the group 

The homographic invariance group does not include relative scale transformation: 
z, = A,w, with A, Z O ( r  = 1,2, . . . , n) and A, # A, for some r, s; no analogue 01 
relative scale transformations cxists for Pad6 approximants. 

( 5 )  Reciprocaf invoriuncr: An approximant formed from the reciprocal of a power series 
is the reciprocal of the corresponding power series approximant. 

(6) Fuctorirutio~l: If the given series is the product of two power series, one in k 
variables and the other in the remaining (rt - k )  variables. then an approximant is the 
product of the corresponding approximant to the two power series. 

(7) Additivity: If the given series is the sum of two power series, one in k-variables and 
the other in the remaining ( n  - k) variables, then an approximant is the sum of the 
corresponding approximants formed from the two power series. 
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Table I 
Data for two-dimensional sample response 

3.1 Example 

Consider the data given in Table I for two-dimensiona! sample response. 

Based on the results devcloped by Karanvor obtaining determinant form of 2-D 
rational approximants on the basis of the approximants developed in this paper, we 
obtain H(zI,  z ~ )  for the data in Table I, for rr = 2 and 1, = 1, = ml = m2 = 1 as 

Substitution of data in (30) and solving the determinants, we obtain 

The system is found to be stable by applying the stability test reported by the authors9. 

4. Conclusion 

this paper. two- and multi-dimensional rational approximant are developed. which 
are different from the approximants of both Chisholm and Bose and Basu. The 

occurs mainly because of the choice of nodal points of a raster structure 
where the given power series lnatches with the rational approximants. The choice of 
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rastel- point is natural and it corrclatcs I-D to rl-D diagonal approximant without forcing 
syn3metriration as has been done id Chisholm's case. The drawback of Bose and B ~ ~ ~ , ~  
method is that the choice of raster points poses serious difficulty in generalization  ton.^ 
case 

&fin> off diagonai rational approximants for 2-D case we have restricted ourselves 
to a case where the difference in degree of r and r ,  in approximants is utmost 2 ,  ~f 

this difference in degrce is more than 2 then defining off diagonal rational approximants 
becomes difficult as tho number of nodal points available In the region R,,, 8: Ril, is more 
than the required. With the restrictions imposed we could easily derive recursive relatron 
for 2-D case as devclopcd by ~ a r a n ~ .  

An explicit determinant form o l  representing rational approximants has been 
tleveloped by ~ai-an%nd a 2-D IIR digital lilter has been rcalised by using these 
algorithms. The stability of filters so realised can be conveniently checked by employing 
a new stability test for 2-D case rcporred recently by the authors". 
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