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2. Systolic arrays implementation 

Consider a set S = [PI.  I", . . . I". . . . 1'' ) ~(itlststing of N points. Each point In the D 
dimensional space can be represented ;IS a vector, P' = {o',, ui, . . . a',) for 
1 5 i ': N. To selccr t h e  m;~simuni timi mininiurn dist:~nces hetwecn any two points, 
has t o  c;ilculak the d imnue hetwecn c:rch point and rcst of the point:, in the set, j.?., P I  
t o  P', P'. . . . . P". 1': I(, P'. IJ.'. . . .I".  . . . I" lo  I" ' I, i"t' , . . .  P v  . . . . and then 
the maximum and minimum v:i!ue or the distances are identified with respect to their 
pair o f  points. 

These distance computation? can he formulated :IS :I pseudo-milsix multiplication as 
described by Liu and Fu.', and I';rnncersclvam4. given as 7' = SoS'. Thih p s e ~ d o - ~ ~ t ~ i ~  
multiplicatioii is expounded in fig. I ,  where S contains nII the N points and forms as a 
matrix af dimension N X  1). and 7' is the resultant nl:itrix o f  order N x  N due to the 
pseudo-matrlx multiplication. 7'hc clemcnt h in 7' represents the distance between the 
points i and j o r  j and i. Thc diagonal clcnicnts in the matrix rcprcsent the distance 
between the same points which is zero: therefore, the dimension can he reduced as N-  1 
instead of N. I t  is also evidcnt that 7' is a synmctric matrix and there are ( N -  I), 
( N - 2 ) ,  . . . 1 clements in 7'. 

The distance between any two points in I,,, metric is given as follows: 
d p .  P I )  = {idl - ( I ~ ~ I ~ ' + I ( I ; - ( I ~ ~ ~ ' . ~ .  . . ~( I :~ -U$~I" )~ ' I '  

for  p = 1, 2 , .  . . . 

d - (P I ,  P I )  = max{lu; -ul, 1, I{L;-CI$~, . . . 
Once the distances between every point and rcst of the points :ire computed, one has 

t o  identify thelargest and the smallest (1 0) distances with respect to their pair of points. 
T o  select t he  pair of points in the set, the distances have t o  he labelled, as shown in fig. 1. 
For example, the ith row of the matrix T, i.e., bf, bf, . . . bj, . . . b! .. . b b  be 
labelled as c: ,  c:. . . . c:, . . . c{, . . . c r ,  where ci represents the points i, j having 
distance b:, between them and I c i ,  j c N .  

This compute-bound problem can he solvcd as follows. First conipute all the distances 
with respect to every point to rest of the points in the set, then label them. These 
operations require 'compute' processors. Next, compare all distances and select a subset 
TI which contains only (11 - 1) maximum distances from Tsuch that every element in the 
subset represents the largest element of N -  1 rows. Simultaneously select another subset 
T2 which containi only (11 - 1) minimum distances. These comparisons require 
'compare-man' and 'compare-min' processors for respective operations. Finah, 
choose a single element of the subsets, T, and T2, chich possess the maximum and the 
minimum v ~ ~ u ~ s ,  respectively. To hold the maximum and minimum values, the 
'compare-max-hold' and 'compare-min-hold' processors are used. Since the 
distances are identified along with their labels. one can easily identify the pair of points. 

To increase the degree of concurrency in computations, the systolic system is designed. 
Each Processor is square-shaped, that contains four inputs and four outputs. The data 



FIG. 1. The pseudo-matrix multiplication. FIG. 2. The data movement in systolic arrays 

flow diagram for the systolic architecture is shown in fig. 2, for a set of points N = 7 and 
D = 5 .  As the diagonal elements in the matrix Tarezeros, atwo-dimensionalnetwork of 
( N -  1 )  x D compute processors is sufficient to compute all the distances. The systolic 
architecture uses N-2 compare-max and compare-min processors. To hold the 
maximum and minimum distances, the last compare processors' design is modified with 
hold registers. As soon as the distance computations and comparisons are over, the 
compute-max-hold processor releases the maximum distance along its label. In a 
similar manner, the compare-min-hold processor releases the closest distance of the 
Set along its label. 

The data stream of S, ie., the data of the set S = {PI, P', . . . PN} enters from the top 
and moves down the network. While a copy of the same data stream in a different order, 
ie., S, = {P2, P', . . . PN}, enters from the bottom of the network and flows up, at the 
same time, the distance components stream U = {b : ,  b:, . . . bK . . . b.h b%, . . .. 
bM) and the index components stream V = (c f ,  ci, . . . cr ,  . . . ch. cL . . . C%} 
enter from the left side of the network and move towards right. The data circulation is 
controlled by the system clock and the processors' algorithms. The data streams S and SI 
move in directions opposite to each other. The distances and index components ( U  and 
V )  move parallel to  each other but orthogonal to the data streams of S and $1. The 
four data streams are skewed as shown in fig. 2. This ensures that proper data reach 
the appropriate processors at the correct time. One can reduce the distance 
computations considerably, by utilizing the symmetric property of matrix T. 



3. Design concept of processors 

The systolic square array network contalna ( N -  1 )  $ I )  cornputc processors, ( N - 1 )  
compare-max/compareem~~l proccssivs. a compare-m;~x-hold processor and a 
compare-min-hold processor. Each procchsor contains an ALU, e buffer register and 
four pipelines. Each pipeline is assigned for a pariicuiar data. The algorithmic principles 
of the processors are as follows. 

The recurrence relalion of the conipuic processors ;ire given below. 

h:(l) := 0 

b!(d+ 1 )  := hi(d) + lcr: , ,  -a$+ I 1'' 
b: := bj(D+ I )  

a >I := ~ : [ ( t )  

a!] := (l{,(t) 

c: := c{ ( t )  

where r represents the active time of the processor. Thc intcmal structure of the compute 
processor is exhibited in fig. 3. 

The algorithmic principle of thc compare-mas processor, which compares two 
distances and selects the larger one, is as follows. 

If a 2 c then 
e := a ;  f := 6 ;  g := c :  h := d. 

Else 
e := c; f := d; g := a ;  h := b .  

The block diagram of the compare-max processor is shown in fig. 4. 

I 

ALU 

FIG. 3. Internal structure of the compute processor FIG. 4. Internal structure of the compare prOceSSo1. 
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I n  a similar manner. the compare-min processor is designed to select the smallest 
distance irom two dtatances. The. compare-max.-hold and compare-mjn-hold 
processors are modified deslpns of the compare-.max and compare-min processor, 
rcspectivcly. These processor': hold and release thc maximum and the nlinimurn 
dlstanccs hy setting the cnd of execution tlags. 

The important micro opcrationt are as iollows: 
1 Transfer the data serially into the registers either from memory or from the PI-evious 
processors 
2 .  Do the following operations sequentially (as per the- algorithms). 

Compute processor Compare-mar processor 

where n i l  rcprcsenh huflcr regirter. The total time required for one operation includes n 
doch  cycle^ to transfer one word of n b~ t s  length for step ( I )  and 3 clock cycles for step 
12) I , ? .  . considering the longer tlnie requirement of these operations. The processors are 
synchronired o n  the hasis of time requirement of the compute processor. This n + 3 clock 
cycle\ are assumed as unit time for singlc operation, for the case of p = I .  The design of 
cu~nputc processor will vary depending upon the metric chosen. 

4. Conclusion 

VLSl arcli~tccturc [or the computation of the dianictcr and the closest points of a set of 
polnts has bcen proposed. The overall computations require only ( 3 N i - n -  1) time 
units. In cuntrast, a uniprocessor requlres O(N'D) computations and 0 ( N 2 )  
Comp;lrisoor for the lminimum distance and 0 ( N 2 )  comparisolls for the maximum 
distance. For cx:~mpl~,it  N  = 100, = 5 then a uniprocessor requires 50,000 computa- 
twns and 20,000 cornparicons ;IS compared to 204 tune units for the VLSl architecture. 
Also. hy computing AT and AT' (area and time bounds) one can easily show that. the 
hunds  arc optimal. The concept of these ~roblems can also be extended to the polykon 
prlhlcrns. all nearest nelghhors of. thc set, and problems of similar nature. 

Thi\ rewarch work is supported by the National Overseas Scholarship, Ministry of Home 
A t f a n  Ciavcrnrnent of India, New Delhi, India. 
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