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Computer simulationof liquid crystals

Prabal K Maiti, V. Arun Kumar AND K. G. Ayappa

Abstract | In this article we review the current status in the modelling of both thermotropic

and lyotropic Liquid crystal. We discuss various coarse-graining schemes as well as

simulation techniques such as Monte Carlo (MC) and Molecular dynamics (MD) simulations.

In the area of MC simulations we discuss in detail the algorithm for simulating hard objects

such as spherocylinders of various aspect ratios where excluded volume interaction enters in

the simulation through overlap test. We use this technique to study the phase diagram, of

a special class of thermotropic liquid crystals namely banana liquid crystals. Next we discuss

a coarse-grain model of surfactant molecules and study the self-assembly of the surfactant

oligomers using MD simulations. Finally we discuss an atomistically informed coarse-grained

description of the lipid molecules used to study the gel to liquid crystalline phase transition

in the lipid bilayer system.

Introduction
The liquid crystalline phase is ubiquitous in nature.
Based on their phase behaviour, liquid crystals can
be classified into either thermotropic or lyotropic
liquid crystals. In the case of thermotropic liquid
crystals, phase transformations occur as a function
of temperature, while in the case of lyotropic liquid
crystals, phase change occurs as a function of
concentration [1]. Thermotropic liquid crystals
are traditionally single component systems which
show a wide range of phases, classified based
on the positional and orientational order of the
molecules, as a function of temperature [2, 3]. These
intermediate phases include smectics, nematics and
discotics and the formation of a particular phase is
related to the chemical structure and architecture of
the constituent molecules. Additionally, pressure
can also induce phase transformations and replaces
the role of temperature. When more than one
component is present, then the presence of a
given phase is dependent on the concentration
of the mixture giving rise to lyotropic liquid
crystals. Commonly occurring examples of lyotropic
liquid crystals are water-amphiphilic systems where
the amphiphilic molecule is characterized by a

hydrophilic head group and a hydrophobic tail.
Depending on the balance between the hydrophilic
and hydrophobic character of the molecule and
the concentration relative to the aqueous phase,
lyotropic liquid crystals can arrange into hexagonal,
micellar, reverse micellar and lamellar phases
[4, 5]. Examples of amphiphilic molecules are
surfactants the common ingredients of soaps, and
phospholipids which are integral constituents of
the cell membrane. Due to the wide range of
microstructures possible with liquid crystals these
systems are commonly referred to as complex fluids.

In either case, the liquid crystal phase is very
sensitive to shape of the molecule. Relating the
macroscopic properties of the liquid crystal phase
to the microscopic structure of the constituent
molecule is a very complex problem. However it
is essential to understand the structure-property
relationship both from a fundamental point of view
as well as for developing potential technologies
based on liquid crystals. Due to the large number
of interactions and complex geometries involved,
it is difficult to develop a predictive theoretical
framework for liquid crystals. As a result, computer
simulations have emerged as a powerful tool to
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Figure 1: Models for thin rods: (a) connected spheres and (b) hard
spherocylinder with aspect ratio L/D.
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Figure 2: Overlap test for two rigid sphere of radius R1 and R2.
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investigate the dependence of the liquid crystal phase
behavior to the structure of its constituent molecules
[6, 7]. Various levels of description have been used
to develop models for liquid crystals. These models
include simple spherocylinders or hard-sphere
chains which interact through hard or soft excluded-
volume repulsion [8–10], molecules with ellipsoidal
shape interacting through the Gay-Berne potential
[11, 12], and simple “bead-spring” representation
of molecules interacting through Lennard-Jones
potentials [13]. There are also simulations involving
atomic level models of real liquid crystal molecules
[14, 15].

Simulation methods employed range from
molecular dynamics (MD), Monte Carlo (MC),
Brownian dynamics to dissipative particle dynamics.
In this review article we give an overview of the
various methods used in simulating self-assembly
phenomena in liquid crystals. From a microscopic
point of view, molecular dynamics is a realistic
approach as it considers all atom dynamics, but
suffers from the computational effort required to
explore the full phase space as well as the longer
length and time scales which are present at the
mesoscopic level. An effective coarse-grained model

can reduces the computational effort, but lacks
the required chemical details to be useful as a
predictive tool. The different length and time scales
present in complex fluids are the bond length and
bond vibration times at the molecular level to
the size of colloids, polymer chain lengths and
longer relaxation times at the mesoscopic level. The
fastest motions are bond and angle vibrational
motions, small fluctuations of dihedral angles
around a bond within the molecule. These types
of motions typically occur on a time scale up to a
few picoseconds. The slowest motions in surfactant
solutions occur in the range of nanoseconds and
are related to the relaxation time of micelles or the
lateral diffusion of amphiphilic molecules in the
lamellar or bilayer phase. To study these systems
which inherently possess widely different length
and time scales, multi-scale methods are necessary.
Devloping suitable multiscaling strategies that cover
the range of length and time scales typically involved
in these complex mesophases is an active area of
research [16–18].

In the first part of this review article, we focus on
thermotropic liquid crystals where models based on
excluded volume interactions can be used to study
the wide variety of phases that occur in bent-core
or banana shaped liquid crystal molecules using
Monte Carlo simulations. In the second part of
the review we focus on lyotropic liquid crystals.
We discuss coarse-grained models for surfactant
self-assembly which are used to study the process
of micelle formation in water-gemini surfactant
systems using molecular dynamics simulations.
Finally we illustrate a coarse grained description
that has been constructed to study the thermal
behaviour of the lamellar or bilayer phase in a water
– phopholipid system.We point out that the complex
microstructure depicted by liquid crystal systems
have been extensively investigated using computer
simulations [19, 20]. In this review we focus on
three illustrative systems which we have studied in
our laboratory.

Thermotropic liquid crystal
Hard-core models are particularly appealing due to
their simplicity and relative ease of computation,
both in simulation and theory. In particular, hard
spherocylinders have been widely studied as simple
models for conventional liquid crystals [8, 9]. This
model exhibits rich phase behaviour which includes
the formation of the isotropic, nematic, smectic,
columnar, and solid phases. The phase transitions
are driven by the competition between two main
entropic contributions, the orientational entropy
favouring the isotropic phase and the positional
entropy favouring the ordered phases, as shown in
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the 1940s by Onsager in the limit of infinitely thin
rods [21]. Below we give a brief outline of the MC
methodology for simulating hard elongated objects
like thin rods.

Two types of models of thin rods can be
envisaged: it can be viewed as made up of connected
spheres as shown in Figure 1a or a spherocylinder as
shown in Figure 1b.

Each MC step consists of translation and
rotation of the rods. The rotation can be performed
using quaternions defined through the Euler angles.
A move is accepted if there is no overlap between
two rods. Hence an efficient overlap test is the key
ingredient in this technique. In the case of rods
consisting of spherical objects the overlap test is
very simple. Two hard spheres of radius R1 and R2

(figure 2) overlap if the distance between the center
of the two spheres r12 is less than σ12 = R1+R2.

In simulation we do not compare r12 with σ12
but r212 with σ212 as the later test is computationally
cheaper. However the computational expense is
enormous as it involves order of N2 operation at
each MC step where N is the number of spherical
beads in the system. This is overcome if each
molecule is considered to be a spherocylinder. The
overlap test for spherocylinders is very efficient.
Below we outline the key steps. More details can
be found out in the brilliant article by Allen and
co-workers [22]. The spherocylinder can be thought
of as a set of points that are within a distance R from
a line segment of length L. We can draw around
every point on this line segment a sphere of radius
R that contains all points that are within a distance
R from that point.

We would like to determine the minimum
distance between two finite line segments i and

j with orientations ûi and ûjand centers ri and rj .
We can describe any point on line i parametrically
as

ri(l) = ri +lûi . (1)

Line j is give by

rj(μ) = rj +μûj (2)

The vector distance between these two points is
given by

rij(l,μ) = (ri − rj)+lûi −μûj (3)

Nowwe want to determine the values of l and μ for
which the distance rij is minimum. A simple method
to find these values of l and μ is the following.
Construct the dot product of rij (equation 3) with
ûi and ûj . The shortest distance vector must be
perpendicular to both ûi and ûj..So we need to
solve the following equations

(
ri − rj

) · ûi = −lûi · ûj +μûj · ûi (4)(
ri − rj

) · ûj = −lûi · ûj +μûj · ûi (5)

Solving equations 4 and 5 we get the following
values for l and μ which minimizes the distance
between the two line segments

(
l0

μ0

)
= 1

1−(
ûi · ûj

)2
×

( −ûi · rij +
(
ûi · ûj

)(
ûj · rij

)
+ûj · rij −

(
ûi · ûj

)(
ûi · rij

) ) (6)

Figure 3: Various relative orientations for computing overlap criteria for spherocylinders: (a) parallel to
each other, (b) perpendicular to each other (c) touching each other in parallel orientation.
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Figure 4: Phase diagram of bent-core liquid crystal as a function of
opening angle ψ, obtained through MC simulation. Various phases are:
Isotropic fluid (I), Nematic (N), Polar smectic A (SmAP), Smectic A (SmA),
Columnar (Col), Polar crystal (XP), Crystal (X). Reproduced with
permission from [25]. Copyright American Physical Society.
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Equation 6 is a general expression which helps to
check the overlap criteria for any general orientation
of the spherocylinders. Below we discuss several
special cases for which equation 6 reduces to much
simpler form.

Case I: If the spherocylinders are parallel to each
other as in figure 3 (a) the overlap test reduces to
much simpler case as follows. For the parallel case
we have

rij · ûi = rij · ûj (7)

Using the above criteria in equation 6, we get
the following values for l and μ

l0 = 1

1−(
ûi · ûj

)2 (−ûi · rij +
(
ûi · ûj

)(
ûj · rij

))

= −ûi · rij
(
1− ûi · ûj

)
(
1+ ûi · ûj

)(
1− ûi · ûj

) = −ûi · rij

2

Similarly

μ0 = ûj · rij

2
(8)

Case II: If the spherocylinder are perpendicular
to each other the overlap test can be performed by
comparing the distance between the centres of the
two spherocylinders given by

zij = Li

2
+ Lj

2
+D (9)

If zij <
Li
2 + Lj

2 + D there is overlap between the
spherocylinders.

Case III: If the spherocylinders are arranged as
in figure 3(c), the overlap can be detected if rij < D
For all other general orientations of the
spherocylinder we have to make series of
approximations to find the condition for overlap. In
one case we set l = |L/2| and find out μ which will
minimize the distance between two spherocylinders.
From equation 6 we have

r2ij(l,μ) = r2ij +l2+μ2−2lrij · ûi

+2μrij · ûj −2lμûi · ûj (10)

Minimizing the above expression with respect to

μ
dr2ij (l,μ)

dμ
= 0 we have

μ = lûi · ûj − rij · ûj (11)

Similarly if we set μ = |L/2| and find out l

which will minimize the separation between the
spherocylinders we get

l = μûi · ûj − rij · ûi (12)

As an example of the application of the MC
methods described above we apply this technique to
study the various liquid crystal phases of bent core
liquid crystal. Bent core LCs are new class of smectic
LC phases [23, 24] (SmCP phases) which has
attracted tremendous attention in recent past due to
its potential application in display and non-linear
optical (NLO) devices. These molecules also present
a very rare example of spontaneous formation of
macroscopic chiral layers from achiral molecules.
The molecules comprising these phases have “bow”
or “banana” shaped cores (shown in inset of figure
4). We have done MC simulation in a system of
400 banana molecules and mapped out the phase
diagram as a function of banana opening angle [25].
Figure 4 gives the detailed phase diagram of the
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Figure 5: Final configurations from Monte Carlo simulations of N= 400 bent-core molecules with
opening angle ψ = 90◦ as a function of pressure. From left to right: isotropic phase (P∗ = 1), polar
smectic A (P∗ = 7), and polar crystal (P∗ = 15).

 

Figure 6: Configuration showing the polar smectic (SmAP) for a opening angle ψ = 165 degree. This
phase disappears and becomes a non-polar smectic (SmA) at an opening angle of ψ = 172.5 degree.
We have also shown the in-plane arrangement of the polar vector m̂i for both the cases.

  

ψ ψ

banana molecules. Our MC simulation gives rise
to a variety of LC phases such as: Isotropic fluid (I),
Nematic (N ), Polar smectic A (SmAP), Smectic A
(SmA), Columnar (Col), Polar crystal (XP), Crystal
(X). In figures 5 and 6 we give equilibrium snapshots
for few LC phases for two opening angles. The Polar
smectic A (SmAP) phase exists for certain opening
angles above which only the non-polar Smectic A
(SmA) is observed. We have monitored the in-plane

polarization of the smectic phase to distinguish
between the polar and non-polar phase. The in-
plane polarization is calculated as m̂ =∑

i m̂i/N
where m̂i is defined as the bow vector of the banana
molecules as shown in figure 6. We also show the
equilibrium configuration of the polar and non-
polar smectic phases corresponding to the opening
angle of 165 and 172.5 degree respectively. Our MC
simulation results also demonstrate the existence of
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Figure 7: Columnar phase formed at an
opening angle of ψ = 178 degree.

the columnar phase for a narrow range of opening
angles. Figure 7 shows equilibrium configuration
of a columnar phase for an opening angle of 178
degree.

Self-assembly in Lyotropic liquid crystals
Surfactant molecules are amphiphilic compounds,
which display complex phase behavior in the
presence of water and/or oil. These amphiphilic
molecules are made up of two distinct components,
a hydrophilic part which dissolves easily in
water (water loving), and a hydrophobic part
which is repelled by water (water hating). In
aqueous environments, they assemble such that the
hydrophobic parts of the molecules are shielded
from the water by the hydrophilic ones. In general,
hydrophobic groups are long hydrocarbon chains

and hydrophilic groups are polar groups which may
be anionic, cationic, non ionic or zwitterionic.

In the presence of water and oil and above the
critical micelle concentrations these amphiphilic
molecules exhibit different structures like micelles,
bilayers and reverse micelles as shown in figure 8,
which represents a ternary phase diagram of a water-
oil-surfactant system. In the figure, L1 represents
a single phase region of oil in water microemulsions.
L2 represents a region of reverse micelles i.e,
water in oil microemulsions, and D represents
the lamellar liquid crystalline phase. These phases
emerge due to different concentrations at a fixed
temperature. The forces that hold these amphiphilic
molecules together in micelles and bilayers arise
from weaker van der Waals forces, hydrophobic,
hydrogen-bonding and electrostatic interactions.
Due to these complex interactions, changing the
conditions of the solution, will not only affect the
interactions between the aggregates, but will also
affect the intermolecular forces in each aggregate,
so that the size and the shape of the aggregates
will change. Computer simulations are widely
used to understand the self-aggregation and phase
behaviour in these systems.

Many of these self-assembly phenomena as
well as the structure and dynamics of these self-
assemble liquid crystalline phases can be studied
by means of molecular dynamics or Monte Carlo
techniques. We have recently used MD simulations
to study the micelle formation in model surfactant
oligomer solutions [26]. Surfactant oligomers
are new classes of surfactants made of multiple
single chain surfactants connected at the head
group level by a spacer. One of these classes is
the gemini surfactants [27–32] consisting of two

Figure 8: Ternary phase diagram of a typical water-oil-surfactant system. The various structures formed
at different concentrations are also shown. Blue represent the hydrophilic head groups and red
represent the hydrophobic tail groups.

L1

L2

D
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Figure 9: Coarse-grained model of various surfactant oligomers.

Figure 10: Instantaneous snapshots of the micellar aggregates formed by dimeric surfactants at
different concentrations: (a) c = 0.004975, (b) c = 0.0099, and (c) c = 0.01173. The purple, green, and
yellow spheres represent the monomers belonging to head, tail, and spacer, respectively. For clarity,
water monomers have not been shown in the pictures. Reprinted with permission from [26]. Copyright
2002 American Chemical Society.

single-chain surfactants whose heads are connected
by a “spacer” chain, and hence these “double-
headed” surfactants are sometimes also referred to
as “dimeric surfactants” (see Figure 9). The spacer in
dimeric (gemini) surfactants is usually hydrophobic,
but gemini surfactants with hydrophilic spacers have
also been synthesized [33]. Trimeric surfactants
made of three single-chain surfactants connected at

the level of the headgroups by spacer have also been
synthesized and their self-assembly properties have
been investigated [28, 34]. For dimeric surfactants,
the degree of oligomerization x is 2, and for trimeric
surfactants it is 3. We have developed coarse-grained
models of the surfactant oligomers as shown in
figure 9. The surfactants are modelled as bead-
spring models [26, 35, 36] where the beads are either
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Figure 11: Schematic of bilayer depicting the periodic cell of height Lz in the z-direction. z-direction
represents bilayer normal.

hydrophilic or hydrophobic. Hydrophilic interaction
between like particles (water water, hydrophilic-
water, and hydrophilic-hydrophilic) is modeled via
a Lennard-Jones (LJ) potential: inter and intra-
molecular interaction can be modelled by empirical
forms and the total potential energy is given as
follows:

Etotal = EvdW+EQ+Ebond+Eangle+Etorsion (13)

where Etotal, EvdW, EQ, Ebond, Eangle, and Etorsion are
the total energy, the van der Waals, electrostatic,
bond stretching, angle bending, and torsion energy
components, respectively.

The van der Waals interaction is given by the
12-6 LJ interaction of the following form

EvdW (R) = D0

{(
R0

R

)12

−2

(
R0

R

)6
}

(14)

where D0 is is the strength of the interaction and R0
is the range of interaction. Repulsive hydrophobic-
hydrophilic and water-hydrophobic interactions
are modelled by truncated and shifted LJ potential

also known as Weeks-Chandler-Anderson or WCA
potential.

The intra-molecular interaction is described by
the bond stretching potential of the following form

Ebond (R) = 1

2
Kb (R−R0)

2 (15)

Angle bending potential

Eangle (θ) = 1

2
Kθ (cosθ−cosθ0)

2 (16)

Torsion potential

Etorsion (φ) =
∑

n

1

2
Vn [1−dncos(nφ)] (17)

whereKb, Kθ are the force constants associated with
the bond stretching and angle bending energy. R0

and θ0 are the equilibrium bond length and angle
respectively. Vn is the barrier for the torsion energy.
For the self-assembly of surfactant oligomers we
have assumed Kθ = 0, i.e. the chains are completely
flexible. Torsion interactions are ignored as they
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Figure 12: (a) Atomistic structure of DPPC and (b) Coarse-grained model of DPPC molecule.

(a)

(b)

Figure 13: Density distributions along the normal to the bilayer at T = 283 K. The various groups are
labelled in Figure 12.
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Figure 14: Density distributions along the normal to the bilayer at T = 350 K. The various groups are
labelled in Figure 12.
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have indirectly included through the non-bond
exclusion. Water and oil are modelled as single
hydrophilic and hydrophobic beads respectively.

Model surfactant oligomers are initially
dispersed at random in a simulation box which
contains only water and surfactants. Periodic
boundary conditions are applied in all the three
directions to mimic a bulk system. The surfactant
concentration can be expressed either as a mole
fraction or in weight fraction. The simulations
are performed under constant pressure-constant
temperature conditions (NPT) using the Berendsen

weak coupling method [37]. The simulations were
carried out for P∗ = 1 and T∗ = 1 (in reduced
units). The number of monomers varies between
25000 and 30000 for different systems. Surfactant
mole fraction is defined as c = Na/(Nw + Na),
and ρ = (Nala + Nw)/V is the total number
density of the whole system. Na and Nw are
the number of surfactants and water molecules,
respectively, and V = Lx Ly Lz is the volume of
the system. We have carried out simulations for
a wide range of surfactant concentrations and
studied the morphology of the micellar aggregates

Figure 15: Instantaneous snapshots of the bilayer configurations at the end of a 390 ns long coarse
grained simulations at T = 283 K and 345 K. For clarity water is not shown.
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Table 1: Interactions matrix between different coarse-grained beads used in our coarse
grained simulations.

Type P N C Q

subtype o d a da o d a da

P I IV III III II V I I I I

N o IV III III III III III III III III III

d III III II II II IV III III II II

a III III II II II IV III II III II

da II III II II I IV III II II I

C IV III IV IV V III V V V V

Q o I III III III III V III III III II

d I III III II II V III III II I

a I III II III II V III II III I

da I III II II I V II I I I

formed. For single tail surfactants beyond a critical
micellar concentrations we see the formation
of micellar aggregates. For the whole range of
concentrations simulated we only see the formation
of spherical micellar aggregates. In Figure 9 we
show the snapshots of micellar aggregates formed by
single tail surfactants at various concentrations. To
calculated the critical micellar concentration (CMC)
we plot the free surfactant mole fraction (surfactant
which is not in micellar aggregates) as a function of
the surfactant mole fraction and fit it to a line of unit
slope which represents the result for a solution of
pure monomer. The CMC determination is based on
a change in slope of the free surfactant mole fraction
curve [38]. In the absence of micelle formation, the
free surfactant mole fraction lies on this line and the
point where this deviates from linearity indicates the
onset of micelle formation and can be considered
to be the CMC of the surfactant system. We find
that CMC decreases as a function of chain length
for single tail surfactants. For surfactant oligomers
the CMC decreases as a function of the degree of
oligomerization. Figure 10 shows the equilibrium
configuration of the micellar aggregates formed by
the Gemini surfactants with hydrophobic spacers.
We see that with increasing surfactant concentration
micellar shape gradually charges from spherical to
cylindrical. Our simulation also shows the formation
of the worm like and loops like micelles in close
agreement with the experimental results.

As a final example of the use of computer
simulations in liquid crystals we review the current
status in simulating the bilayer phase made of lipids.
In this review article we focus on the Dipalmitoyl
phasphotidyl choline (DPPC) surfactant solutions
and their bilayer phases using coarse grained
molecular dynamics simulations. A schematic of
a model bilayer along z-direction is shown in
Figure 11.

Coarse-grained simulation of DPPC bilayers
We use the coarse-grained model of DPPC
developed by Marrink and co-workers [39, 40].
In this coarse grained model a four to one mapping
is used. Four water molecules are represented by a
single coarse grained bead. The DPPC molecule is
represented by a molecule which has 12 coarse
grained beads arranged as shown in figure 12.
For computational efficiency identical masses (72
amu) are used for all the beads. The beads are
classified into four types: Polar (P), Apolar (C),
Non-polar (N), Charged (Q) depending on the
nature of the interaction. Polar sites are neutral
groups of atoms that would easily dissolve in water.
Apolar sites are those which represent hydrophobic
sites. Non-polar sites are used for mixed groups
which are partly polar and partly apolar. Charged
groups represent ionized groups. In the original
model, for particle types N and Q there are four
sub-types (o,d,a,da) depending on nature of
hydrogen bonding capabilities. Subtype o applies to
groups in which no hydrogen bonding capabilities
exist. d and a are for groups that could act as
hydrogen bond donor and acceptor respectively.
da represents groups with both hydrogen bond
acceptor and donor options. The non-bonded
interactions considered here are LJ and Coulombic
interactions. According to the type of particles
involving in interaction there are five types of
interactions in LJ. These five types have different
strengths. For the DPPC case, the zwitterionic PC
head group is modeled by a positively charged
particle representing choline (NC3) and a negatively
charged particle representing the phosphate group
(PO4). The glycerol ester linkage is modelled by two
non polar particles (GLY1 and GLY2). The two tails
are represented by eight apolar particles (C).

There are five levels of interaction in the original
model and corresponding strengths are as follows:
For level-I (attractive) interaction the strength ε is
5 kJ/mol, for level-II (semi-attractive) interaction
the value is 4.2 kJ/mol, for level-III (intermediate)
the value is 3.4 kJ/mol, for level-IV (semi-repulsive)
it is 2.6 kJ/mol and for level-V (repulsive) it is
1.8 kJ/mol. The interaction levels between different
beads are given in Table 1. The van der Waal radii,
σij , are similar in all cases and set to 0.47 nm.
In the simulations, the LJ potential is cut-off at
a distance of rcut = 1.2 nm. To reduce the errors due
to truncation, the LJ potential is smoothly shifted
to zero between a distance of rshift = 0.9 nm and
rcut using an appropriate shift function. Charged
groups interact through the normal electrostatic
Coulombic potential.

For our coarse-grained simulations with DPPC
bilayer phases we took the final configurations
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Figure 16: Area per head group ah as a function of temperature
showing the gel to liquid crystalline transition at T = 300 K.

of DPPC bilayer phases from the earlier work
of Marrink [39]. The system consists of 128
lipid molecules and 1500 coarse grained water
beads (equivalent to 6000 water molecules).
NPT simulations were carried out at different
temperatures with Berendsen temperature and
pressure coupling algorithms. We couple the system
independently to 1 bar in the lateral and axial
directions to mimic a tensionless state. Systems
are allowed to equilibrate for up to 50 ns and the
properties are evaluated for a subsequent 350 ns. We
have used a time step of 4 fs during the simulation.

Results and discussion
In Figures 13 and 14 we show the density profiles of
various components in a direction normal to the
bilayer at temperatures 283 K and 350 K respectively.
The density distributions are obtained by averaging
in the direction parallel to the bilayer by dividing
the box in the z-direction. At the lower temperature
of 283 K (Figure 13) the bilayer is in the gel phase
and the density distributions show increased order
in the head group (NC3, PO4, GLY1, GLY2) region.
From the density distributions we see that the PO4
and NC3 which represent phosphatidyl and choline
groups are within the water. The GLY1 and GLY2
groups which have some affinity to water lie partly
in the water region. The bilayer undergoes a phase
transition from a high temperature liquid crystalline
phase to the gel phase characterized by chain
ordering normal to the x–y plane of the bilayer. The
instantaneous snapshots of the bilayer at T = 283 K

Table 2: Comparison of area per head group for DPPC at
different temperatures with previous simulation and
experimental results [39].

T,K ah(nm2), ah(nm2), experiments

this work previous work ah(nm2)

273 - - 0.46

283 0.4763 0.47 -

300 0.58387 0.59 -

323 0.62155 0.64 0.64

338 0.6467 0.66 0.67

345 0.66014 - -

350 0.6648 - -

and T = 350 K as shown in Figure 15 illustrate the
chain melting. The corresponding area per head
group (ah) as a function of temperature is shown in
Figure 16. In Table 2 we compare the calculated area
per head group with the existing simulation and
experimental results on the same system. The results
of the simulations are in agreement with those
reported in the literature for similar systems [39,
41]. In a periodic system of the bilayer phase, the
d-spacing is simply the simulation box dimension
in a direction perpendicular to the bilayer plane.
Thus Lz in Figure 11 is the d-spacing. We have also
calculated the change in the d-spacing as a function
of temperature. A sharp decrease in the d-spacing is
observed at the transition temperature of 300 K.

Conclusion
In this review article we have indicated the
manner in which computer simulations can be
effectively used to study the phase behaviour
of a variety of liquid crystalline systems. The
review also illustrates that both molecular dynamics
and Monte Carlo simulations can be used with
suitable levels of coarse graining to capture the
different phases that are observed in experiments.
In the first example of banana liquid-crystals the
spherocylinder description was able to capture the
variety of phases as a function of pressure and the
opening angle ψ using Monte Carlo simulations.
In the second example we illustrate the manner
in which coarse grained molecular dynamics can
be used to study complex microstructure in water-
surfactant systems. A simple bead spring coarse
grained representation of surfactant oligomers was
sufficient to capture the spherical and cylindrical
micelles and branched and loop-like micelles
observed in these systems. The examples illustrate
that with appropriate coarse graining the effects
of a fully atomistic description of water and its
effects can be adequately captured by a single
bead model. Hence this approach opens up the
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possibility of investigating mesoscopic structure and
dynamics in a computationally efficient manner.
Finally the lipid gel to liquid crystalline transition
was studied using an atomistically informed coarse
grained model for lipid bilayers. This example
illustrates that coarse graining can be used to make
quantitative predictions which can be compared
with experiments.

Received 14 April 2009.
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