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ABSTRACT

Developed here is an accurate second order process for obiaining real and

complex zeros of a real polinomial. This procedure is mainly concerned with

Mcduley method (or an equally good alternative method suggested) coupled with
Newton’s. A comptex po’ynomial though not treated here directly, finds its place
through a conversion algorithm (Conversion from complex to real polynominl)
described here. A polynomial of repeated zeros, though remains notoricus to
toth McAuley type and Newton methods [as {d py (x)[dx}—0l, isvery well

bevaved with the aforesaid procedure.  Algorithms for the evaluation of a real

polpromial and its derivatives, as they form an integral part of the precedure, are

also discussed.

1. THE PROCEDURE

Lin-Bairstaw!, McAuley? and other methods of quadratic factors are
not amenable to a polynomial having multiple zeros. The present procedure
18 a stable iterative one that provides us, unlike McAuley, Liu-Bairstaw and
other methods?, all the pairs of the roots having same accuracy. We first
obtain two approximate zeros of an N-th degree polynomial py (x) using
McAuley method or the alternative method suggested below. Then 1o
sharpen these two zeros we use a technique based on L' Hospital’s rule
coupled with Newton’s method taking care of higher derivauves of py (x)
that may tend to zero for repeated roots.

Computational steps of McAuley and the suggested methods :
that the degree of the polynomial is even, for if it is not so it can be multiplied
by (x+1) introducing thereby an extraneous root of —1. A slightly altered
and convenient form of common computational steps are given below. Let

We assume

Py =x¥ + Ay Nt L Ay x4y =0
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Writing py (¥) as

Do ()= (3 bmx ) a (x)+ R XV Ry xV -2

where @ {x) is given by

a(x)=x¥ " 2vap XN L bayx gy
We obtain o’ s and R,, R, of the remainder term R, AV R 2V from the
trial values of m and » as
A —mu,_, —a _ L
Ay o=-207m0 52 g0 4=0; i=1,2, ..., N-2
n
(Ia) ay.,=1
(ID R, (m, m)=Ay—(m+ay_,) P

(I R, (m, 1) = Ay —(n+may 3+ ay_s)

To obtain the changes in trial values of » and » in order to make the
remainder term zero, McAuley method uses two term Taylor’s series of two
variables but the suggested method uses the aforesaid algorithms 1, Iq, {1, ITT
producing almost identical results.

B3R, B3R, 3R, 23R, |

McAuley computional steps to obtain —1, , N
am am dn dn

Let b’s are given by

avy p=Smbiazher ph s =t L, N

2

then
(V) o= L= —(1-by.y)
om

aR
VD a,y= ——;ng == (ay-3 =y 3 —by5)

S
R
(Vi 8= %:bm
3R
Van B= Efz —(U—mby_,—by_3)

Suggested compurational steps to obtain R, . 3R 3R SRy,

am bm’bn’gn"
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3Ry _ R (m+h, n)—Ry (mny

(8V) = B ]
SV ap= & _ Ry (m-+h.ny—~Ry (m, n)
( 2 om h
3R, Ry (m, n+ k)~ R, (m, n)
I e S e S
sV A, dn k
aR, | Ry(m,n+k)~R,(m,n)
SVIiT =202 TR Y
¢ A an k

where h, & are two small quantities (say .1 or .05), The rhs quantities are
obtained using relations I, Ya, I1, ITN.

New common trial values are then given by

_ Bn Rz"ﬁzkl

iX Mmy = —E | Mg =y 1
(X} Amg %, By, B, ko1 =My + Anig

AR~y Ry

s fgy =gt A
oy By— oy B

(X)y Ang=

This iterative process gives us the approximate quadratic factor of the poly~
nomial py (x), which in turn produces two approximate roots that are dealt
with the following process.

Newton-Raphson’s method coupled with L' Hospital’s rule;  The Newton
Raphson’s iterative schemie is written as

PO AT U N T [A]
Py’ (x,)

where xg is an initial complex approximation. When py (x) has s repeated

T0018

PP (x)—0 as x, -~ the repeated root

g=1, 2, ..., s-1,

The iterative scheme [A] never allows us to obtain

but p{# (x) is non-zero.
The conse-

a repeated root as pl (x;) always tends to zero near the root.
quence is the oscillation of x, near the root as py (x;) tends to zero more
rapidly than p{’ (x;). Evidently Newton-Raphson’s method has to be

modified for repeated roots.
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The finite degree polynomial with finite coefficients is a continuous and
bounded function of x. If there arc repeated roots, py (¥} and p{’ (x,) ¢
as x,— a repealed root resuiting (0/0) form for

Py (x;)/i"xﬂ') (x)

Numerically, when |pi'(x,}| < a smali positive number, say, 107%, we expect
repelition of the roots to which we are approaching. Consequently, we can
replace, using L' Hospital’s rule,

(1)
X . D
tim -#—p“( ? by lim g(ﬁ‘z’)( !
x: - a repeated root 1)}\}) (XA) xi > repeated root  J; (.x‘.)

In genesal, for s (unknown) repeated roots we have, the general form
{q) (
e PR ) _ .
X=X PO () g=0.1,2 ..., s-1 [B]
i=0,1,2, ...

X, 18 & good iniual complex approximation.

It is, however, nol necessary to know how many roots are repeated,
since pl*! (x) will provide us the information through its values. The
iterative scheme [B] necessitates the evaluation of py (x) and its derivatives.
These are obtained through Newton-Horner’s recurrence scheme as given
below :

Newton-Horner's recurrence scheme® for evaluating p w (%) and its derivarives .

Let
Fy=dyx® +d XV L dy

Po=de
JAX) D A P =X Pyt A
1 i=0,1,2, ..., N—1 [C]
The value of py for a given » is the value of f. For k-th derivative, the

scheme has the following general form :
E~1
po= = (n—jyay
=0 "
FO () Priy=Xp;it j”:ﬂ [n—G+1) —jla,,
i=0,1,2, ..., N~k-—1
N>k=1 D]
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Foilowing the schemes [B}, [C] and [D] for each of the two approximate
roots, we obtain the two sharpened zeros of the quadratic factor and redeter-
mine the accurate m and n. Taking out this quadratic factor x*-Fmx+n
from py (%), we treat the resultant polynomial py_, (x) using McAuley or the
alterpative process.  The zeros of the second approximate gquadratic factor
thus obtained are treated through the schemes [B], {C] and [D] where C} and
(D] always uses the original polynomial py (%) instead of py_, (X). Tins
ensures the same accuracy of all the N zeros of the polynomial.

7. CONVERSION OF A COMPLEX POLYNOMIAL TO A REsL POLYNOMIAL
o () =2 lag i b )X b (g HT ) NV L (b x
+{ag+j b} =0

We have to obtain py (X) g (x) which is a real polynomial of degree 2N.
Coeflictent of x™:
2, B

(m/é)"fi
{ st i
() 2{ o <a,,,;pa,,~x~bm-pb,,>} LR

for O=m < N and =t is even

(m—ll»’z
(#) 2[ Gy Ot Dy, bp)}
for 0 =m< N and m is 0dd

£ (nl/%_):l ]
(€ 2a,. y+2 2 (@b, b))+
p=m-N+1 i

for 2N > mz= N and m is even

(m-ﬂl)ll ]
(d) 2a, y+2 [ 2 (lpep @Gt by b,,)}

p=m=N+i

for 2N>m= N and m is odd
(¢) 1 for m=2N

3. NuMEeriCAL EXaMPLE

Besides increasing rounding errors associated with successive quadratic
factors, McAuley and the alternative method usually work out well for a
polynomial of ali distinct zeros. The following simple example of a poly-
nomial of multiple zeros, which is noterious to Mceauley and similar other
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methods, illustrates its good behaviour with the present procedvre  Caley.
lations are carried out in 25 dit floating pomt arithmetic (using CDC 3600

computer).
2a () =2 +12x° + 54 X3+ 108 2+ 81 =0

McAuley method gives
—3.00605588912 4- j 00041835544

and
—2.9992488620 + j 00080097350

as roots even with such a high precision calculation. The present
procedure produces accurate roots i e.,

-3, -3, -3, -3
correct up to all 25 digits.

4. REMARKS -
The successive approximation in [B] is of the form

Xq=¢(x), i=0,1,2 ... (E]

where
{a)
Y (x)
XYy=X, e T g=0,1,2, ..., s§—1
B e
The sufficient condition for convergence of the scheme [E] is
3¢

<1 ¥
v i [F]

This condition sheuld be satisfied mear and at the root for (B) to be stable.
But for the repeated roots the condition (F) is not satisfied at the root when
the scheme is Newton’s. Irrespective of the multiplicity of the roots the
condition (F) is satisfied for the scheme (B).

If there are N repeated roots @ of py (x)=0, we may think of the
following scheme :
(=)™ x-a @l

Xy =Xy — = =X;—
i+l i N(xr_a)Nq i N

i=0,1,2, ...

Since a is not known, we cannot use (G) as it is, even though the
denominator is a non-zero quantity N.  We can, however, write (G) in the
following form:

i1

=x,.“[£i’%)ﬂf, i=0,1,2, ... (=]
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If we can obtain [/ (xaI™ accurately, [H] could be a good scheme for
repeated 1001s. But unfortunately {/(x)]¥N caunot be obtained at the root
using exponentinl and logarithmic functions. Even successive square-rooting
process" nvolves considerable rounding errors. Furthermore we have no
tnowledge of the number of the repeated roots in practice. The scheme [B]
is thus an attractive scheme both for any number of repeated as well as for
non-repeated roots.

Even though the present second order procedure provides us all pairs of
roots one after the other, unlike Henrici’s linear process®® for the simul~

taneous approximation of all zeros of a polynomial, accuracy of all the pairs
remains same. The precision of the computer, however, sets the limitation
to our desired accuracy.
The initial approximation for m and » in the trial quadratic factor

P+mx+n should be such that

X nt - n

-——-~A2' LA '< 1

X +mx-+n f

for convergence®. If we take m=154y and a=Ayn_, (dy_; = 0), we
ssually achieve convergence.
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