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Abstract 
 
In fluid flow situations, the Navier–Stokes equations cannot adequately describe the transition and the free mo-
lecular regimes. In these regimes, the Boltzmann equation of kinetic theory is invoked to govern the flows. But 
this equation cannot be solved easily, neither by analytical techniques nor by numerical methods. Hence, in  
order to manoeuvre around this equation, Bird introduced a particle simulation technique called the ‘Direct Simu-
lation Monte Carlo’ (DSMC) method. It is regarded as a numerical method for solving the Boltzmann equation. It 
has, over the years, become a very popular methodology for the simulation of fluids, where molecular effects are 
important. In this review, a brief description of the Boltzmann equation and its solution techniques are provided. 
Then the general DSMC procedure is explained. A brief summary of the advances, which have occurred on and 
due to DSMC, is given. A few limitations and constraints of the method are also briefly mentioned. 
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1. Introduction 

In fluid dynamics, when the average distance travelled by particles between collisions (the 
mean free-path, λ) becomes comparable with or even larger than an important characteristic 
length (L) in the system, the continuum fluid approximation breaks down and the particle 
nature of matter must be taken explicitly into account. Such flows may be characterised by 
the Knudsen number (Kn). Often the local Knudsen number is used; L may be the length 
scale of a macroscopic gradient, / | / |L xϕ ϕ= ∂ ∂ , where, ϕ may be density, temperature, 
pressure or velocity. Use of local Knudsen number, instead of global quantity, avoids the 
confusion in the selection of L for large and complex systems. The effects of continuum 
breakdown are noticeable when Kn ≈ 0.1 or even less [1]. 

  .Kn
L

λ
=  (1) 

While there are no fixed boundaries, it is generally accepted that flows with Knudsen num-
bers less than 0.01 are considered to be continuum flows. It is also generally accepted that 
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free molecule flow may be assumed for Knudsen numbers larger than 10. The Knudsen 
number region between 0.01 and 10 is known as transitional regime, where neither the con-
tinuum nor a free molecule assumption would be appropriate. In this regime, the Navier–
Stokes equations yield poor approximations to the physics of gas dynamics. The reason be-
ing that the constitutive equations that relate the shear stress and heat transfer to other vari-
ables break down. More specifically, the linear transport terms for mass, diffusion, 
viscosity, and thermal conductivity in the partial differential equations are no longer valid 
when the average distance moved by particles between collisions is comparable to typical 
length scales in the flow geometry. For such flows, the governing equation is the Boltz-
mann equation of kinetic theory. 

 A common example of flow regime, where the Boltzmann equation would be necessary, 
is the operation of flight vehicles in the upper atmosphere. This complicated problem in-
volves catalytic reactions at the surface, internal degrees of freedom for molecules interact-
ing with the surface, and other factors. While this equation may be appropriate for low-
density flows, attempts to solve it numerically have met with much less success. To further 
complicate matters, these flows also tend to exhibit a large degree of chemical and thermal 
non-equilibriums. This can be attributed to the limited number of molecular interactions 
that occur within the local domain. Another prominent example would be the analysis of 
rarefied gas environments for orbiting platforms like satellites and space stations. In the 
aerodynamic and aerothermodynamic environments generated by the firing of control 
thrusters of orbiting platforms, although the flow in the local vicinity of the thrusters can 
typically be characterised as being continuum, its rapid expansion into vacuum of space ne-
gates the use of continuum-based solvers. Similar issues also exist for problems of interest 
in the semiconductor industry that take place in low-density environments, such as plasma 
etching and chemical vapour decomposition [2]. 
 
2. The Boltzmann equation 

The Boltzmann equation describes the flow in all the regimes, continuum, continuum-
transition and free molecular. It is an integrodifferential equation proposed by Boltzmann in 
1872. Limiting cases of this equation yield the continuum description, commonly based on 
the Euler or Navier–Stokes equations, at the extreme of the small mean free paths and the 
collisionless (or free molecular) flow at the extreme of large free paths [3]. 

 The Boltzmann equation for a simple dilute gas is [4] 
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where (nf ) is the product of number density (n) and the velocity distribution function ( f ). 
In this equation, c is the molecular velocity, cr, the relative molecular speed, F, the external 
force per unit mass, the superscript (*) indicates post-collision values, f and f1 represent the 
distribution functions of two different types of molecules of class c and c1, respectively, σ, 
is the collision cross-section, t represents time, r the physical space, and Ω represents solid 
angle. 
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 In a gas mixture consisting of a total of s chemical species, a separate distribution func-
tion must be defined for each species. The Boltzmann equation then becomes a set of s si-
multaneous equations. If two particular species are represented by subscripts p and q, the 
Boltzmann equation for species p of the mixture may be written as, 
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The right-hand side of the Boltzmann equation is called the collision term and is the source 
of problems in finding a solution. 
 
2.1. Solution techniques 
 
2.1.1. Analytical techniques 

Problems, which involve large disturbances, are invariably nonlinear and there is then no 
analytical method that does not incorporate assumptions or approximations. The small per-
turbations approach may be based on the smallness of the Knudsen number or its reciprocal 
in order to obtain approximate solutions for near-continuum and near-collision-less re-
gimes, respectively. Some methods are applicable only in situations where the flow distur-
bances are negligibly small. In particular, if the disturbance is sufficiently small that the 
velocity distribution function is perturbed only slightly from the equilibrium or Maxwellian 
form, the small-perturbation approach leads to the linearised Boltzmann equation. However, 
solutions are available only for a restricted set of problems with comparatively simple ge-
ometry and boundary conditions. These have limited applications to problems that are en-
countered in practice. However, for nonlinear problems that involve large perturbations and 
complex physical effects, analytical solutions are out of question and recourse must be 
taken to numerical methods. 

 A large number of the solution methods depend upon essentially arbitrary assumptions on 
the form of the distribution function and most of these can be classified as moment meth-
ods. The method of moments approach employs the moment equations that are obtained by 
first multiplying the Boltzmann equation by the molecular quantity Q (either the mass m, 
momentum mc or energy ½mc2 of a molecule) and subsequently integrating it over the ve-
locity space. The moment equation for Q is of the form, 

 ( ) .( ) . [ ]
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where the collision integral ∆[Q] is given as 4
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called the transfer equation or the equation of change. The moment methods derive the 
higher-order fluid dynamics approximations beyond Navier–Stokes equations to account for 
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departures from thermal equilibrium. The higher-order fluid dynamic models are known as 
the extended hydrodynamic equations (EHE) or the generalised hydrodynamic equations 
(GHE). The ‘Burnett equations’ represent a second-order departure from the equilibrium 
while the Navier–Stokes equations represent a first-order departure from thermal equilib-
rium. Higher-order approximations beyond Burnett equations are called the ‘super Burnett 
equations’. The higher-order extended or generalised hydrodynamic equations perform 
equally well in continuum and continuum-transition regimes. However, at present, the com-
plexity of the highly nonlinear Burnett stress and heat-transfer terms itself is enormously 
challenging both computationally and in terms of understanding the physics. 

 The ‘model equations’ method is another area of major approximations, where the form 
of the Boltzmann equation itself is altered. The major mathematical difficulties posed by 
the Boltzmann equation are associated with the collision term and it is this term that is 
modified. The best-known model equation is called the BGK equation (5) after Bhatnagar, 
Gross, and Krook (1954). 

  0( ) . ( ) . ( ) ( ).nf c nf F nf n f f
t r c

ν
∂ ∂ ∂

+ + = −
∂ ∂ ∂

 (5) 

The parameter ν is generally regarded as a collision frequency. Though it is assumed to be 
independent of velocity c, it has a restricted functional dependence, as it is proportional to 
density and may depend on temperature; f0 is the Maxwellian distribution function. The 
BGK equation provides the correct collision-less or free molecule solution, since the form 
of the collision term is then immaterial. However, the approximation to the collision term 
would lead to an indeterminate error in the transition regime [4].  

 Numerical analysis is often required to obtain final results in the moment and model 
equation methods. 
 
2.1.2. Numerical simulation techniques 

While the analytical methods are almost invariably based directly on the Boltzmann equa-
tion with an accepted mathematical model of a gas flow at the molecular level, a large frac-
tion of the numerical methods are based directly on the simulation of the physics of the 
flow and do not depend on the Boltzmann equation. The numerical methods, which are not 
based on either an assumed form of the distribution function or on a modification of the 
Boltzmann equation, may be divided into those methods, which take the Boltzmann equa-
tion as their starting point—like the Finite Pointset Method [5], Boltzmann CFD, etc.—and 
methods which are based directly on the molecular description provided by kinetic theory. 

 The most direct numerical approach to the Boltzmann equation would be to construct a 
conventional finite-difference formulation. The distribution function is the only dependent 
variable for a simple gas and this may be represented by its numerical value over a network 
of points in phase-space. But, a finite-difference approach would require a prohibitive 
amount of computer time and storage capacity for all but the simplest of problems. Despite 
these difficulties, satisfactory results were obtained for a number of problems; most notably 
the structure of normal shock waves. The Boltzmann CFD approach has also been extended 



DIRECT SIMULATION MONTE CARLO (DSMC) 173

to two-dimensional steady flows. The basic disadvantage of the Boltzmann CFD methods is 
the necessity to specify a bounded grid in velocity space. The Boltzmann equation must be 
accompanied by boundary conditions which describe the interaction of gas molecules with 
the solid walls. It is to this interaction of gas molecules with solid walls that one can trace 
the origin of the drag and the lift exerted by the gas on the body and the heat transfer be-
tween the gas and the solid boundary. 

 However, progress in computer hardware and improvements in numerical methods have 
made solution of the Boltzmann equation for rather complex gas dynamics problems real. 
Solution of the Boltzmann equation was initiated when the first powerful computers ap-
peared. In these methods, the velocity-space was divided into cells of equal size and the 
collision integrals were evaluated either at the nodes of the grid or at the midpoints of the 
cells, employing Monte Carlo technique. However, a deficiency, namely, the nonfulfilment 
of conservation laws in the computed integrals, became apparent. Later, a splitting finite-
difference scheme for the kinetic equation was proposed, and a special correction was de-
veloped to satisfy the conservation laws. The new method showed itself much more effi-
cient, but the correction introduced some additional numerical viscosity, and required 
artificial assumptions in the case of gas mixtures [6]. The first successful method for the di-
rect numerical solution of the Boltzmann equation was introduced in a series of papers by 
Nordsieck and Hicks [7] and Yen [8]. They dealt with one-dimensional steady flow prob-
lems and employed a conventional finite-difference technique for the ‘fluid-like’ terms on 
the left-hand side of the Boltzmann equation. 

 A discrete ordinate or discrete velocity method was introduced by Broadwell [9]. The 
discretization of velocity-space allows the Boltzmann equation to be replaced by a set of 
nonlinear hyperbolic differential equations. The number of equations in this set is equal to 
the number of discrete velocities, and the collision term involves a double summation over 
the velocity points. The solution of this set is formidable task and applications have been 
limited to simple geometries and simple molecular models. 

 The direct solution of the Boltzmann equation for the velocity distribution functions does 
not constitute the sole means of obtaining solutions to transition regime flows. Advantage 
may be taken of the particulate nature of the gas to produce a direct simulation model on a 
digital computer. An additional difficulty for traditional numerical methods is the fact that 
chemically reacting and thermally radiating flows (and even simpler flows of polyatomic 
gases) are hard to describe with theoretical models having the same degree of accuracy as 
the Boltzmann equation for monatomic nonreacting and nonradiating gases. These consid-
erations paved the way to the development of simulation schemes. All methods that employ 
simulated particles or molecules may be classified as simulation methods. The key idea of 
particle simulation is rather simple, that is, to recall the underlying physical reality of a gas. 
The idea of particle simulations is really not just to return to the particle level, but to restrict 
the number of molecules to a manageable level. The molecular dynamics (MD) method 
[10], applicable only to dense gas flows, was the first physical simulation method. 

 In the simulation methods, the gas is represented by the positions and velocity compo-
nents of a very large number of simulated molecules. While the distribution function may 
be established from the molecular information, the problem is formulated without reference 
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to it. In the transition regime, it becomes necessary to compute typical intermolecular colli-
sions in addition to the molecule–surface interactions. Each time a single molecule is con-
sidered, all other molecules must be examined as possible collision partners. This means 
that the computation task is proportional to square of the number of molecules. The com-
puting requirement becomes manageable if probabilistic rather than deterministic proce-
dures are adopted for the computation of collisions. The first probabilistic simulation 
method was introduced by Haviland and Lavin [11] and is best termed as the test particle 
Monte Carlo method. Further developments started with the work of Bird [12, 13] on the  
direct simulation Monte Carlo (DSMC) method, which is applied only to dilute gas flows. 
Hammersley and Handscomb [14] state that Monte Carlo methods comprise that branch of 
experimental mathematics which is concerned with experiments on random numbers. They 
also applied the term ‘direct simulation’ to the modelling of probabilistic problems, which 
is the simplest form of the Monte Carlo methods. The term ‘direct simulation Monte Carlo’ 
is therefore a generic term that covers the many variants of the method that have been in-
troduced over the years. 

 Bird’s DSMC method, perhaps, can be considered as the most accurate and widely used 
technique for the computation of low-density flows. Given the physical basis of the DSMC 
method, the existence, uniqueness, and convergence issues that are important in the tradi-
tional mathematical analysis of equations are largely irrelevant. There is no stability crite-
rion that is analogous to the Courant condition for finite-difference methods in continuum 
CFD. It has become a powerful tool for practical calculations. There appear to be very few 
limitations to the complexity of the flow fields that can be handled by this approach. 
Chemically reacting and ionised flows can be and have been analysed by this method. It 
may be regarded as a numerical method for solving the Boltzmann equation. It has been 
shown that its solutions converge to Boltzmann equation solutions in the limit of infinite 
number of particles, and vanishing cell size and time-step [15]. 
 
3. The DSMC method 

The DSMC method is a technique for the computer modelling of a real gas flow by simu-
lated molecules whose number has ranged from the order of hundreds in early calculations 
to millions in some contemporary simulations. The DSMC method employs simulated 
molecules of correct physical size and their number is reduced to a manageable level by re-
garding each simulated molecule as representing a fixed number of real molecules. This is 
typically a large number and advantage can sometimes be taken of its size to specify some 
properties through a distribution of values instead of a single value for each simulated 
molecule. The velocity components, position coordinates and internal states of simulated 
molecules are stored in the computer and are modified with time, as the molecules are con-
currently followed through representative collisions and boundary interactions in simulated 
physical space. The velocity-space information is contained in the positions and velocities 
of simulated molecules. These positions and velocities are continuously distributed and the 
velocity-space is unbounded. The conservation of mass, momentum, and energy are im-
posed to within the roundoff error of the compiler. Bird [4] and Cercignani [3] dwell in de-
tail on the procedures in applying the DSMC to steady and unsteady flows. The flowchart 
for a typical DSMC simulation is given in Fig. 1 [16]. 
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Start 

Set up cell network and set initial particle state 

Distribute particles into cells with their initial position and velocity 

Move individual particle and compute interactions with boundaries 

Index particles into cells 

Select collision pairs and perform intermolecular collisions 

Sample flow properties 

Output results 

N > Niteration 

Stop 

No 

Yes 

 
Fig. 1. DSMC flowchart. 

 

 The primary approximation of the DSMC is to decouple the molecular motions (modelled 
deterministically) and the intermolecular collisions (modelled probabilistically) over small 
time intervals. The time interval over which the solution is sought is subdivided into small 
subintervals over which the particle motions and collisions are decoupled. Though the com-
putational time is directly proportional to the number of simulated molecules (N), the time 
parameter in the simulation may be identified with the physical time in the real flow. The 
main computational approximations associated with the DSMC method are the ratio of the 
number of real molecules to the number of simulated molecules (particle weight), the time-
step and the finite cell and subcell sizes in the physical space. The selection of a time-step 
that is less than the mean collision time is of primary importance. If the time-step is too 
large, the molecules will be able to move too far without the opportunity to participate in a 
collision. This will cause a ‘smearing’ of properties of the flow, resulting in fictitious, non-
physical results. Execution of the method requires the use of a cell or spatial element net-
work in physical space. The cell network provides geometric areas and volumes required to 
evaluate macroscopic flow properties. It is also used by the collision process model, in 
which only particles located within the same cell, at a given time, are allowed to interact. In 
the strictest sense, the size of the flow-field cells should relate to the mean free-path of the 
local molecules. This stands to reason, since the cells are used to group molecules into can-
didate collision pairs. If molecules, which are separated by distances much larger than the 
mean free-path, are allowed to collide, it would allow a nonphysical transfer of mass, mo-
mentum and energy. In a typical application of the direct simulation method, a cell has di-
mensions (λ/3) and contains 30 molecules. This corresponds to the dilute gas assumption. 
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Excessive temporal and spatial discretization should also be avoided, as this will degrade 
the performance of the method. 

 A DSMC simulation proceeds from a set of prescribed initial conditions. The particle po-
sitions, velocities, collision cross-sections, and boundary conditions determine the subse-
quent evolution of the system. The initial states of the gas and the macroscopic boundary 
conditions such as vacuum and uniform equilibrium flow are prescribed. The flow develops 
from this initial state with time in a physically realistic manner rather than by iteration from 
an initial approximation to the flow. In this technique, molecules constantly enter into and 
leave the computational domain. The properties of entering molecules are specified by 
known boundary conditions. 

 The core of the DSMC algorithm consists of four primary processes: move the particles, 
index and cross-reference the particles, simulate collisions, and sample the flow-field. The 
molecular motion and the intermolecular collisions are uncoupled over the small time inter-
val–the discrete time-step. In the first process, all the molecules are moved through dis-
tances appropriate to their velocity components and the discrete time-step. Appropriate 
action is taken if the molecule crosses boundaries representing solid surfaces, lines or sur-
faces of symmetry, or the outer boundary of the flow. As for the boundary conditions, the 
microscopic boundary conditions are specified by the behaviour of the individual molecules 
according to the conservation laws, rather than in terms of the distribution function. Colli-
sions with surfaces can be treated as being either fully specular, fully diffuse, or some com-
binations of the two. Specular collisions involve a simple reversal of the molecular velocity 
component normal to the incident surface. Diffuse collisions cause a random reorientation 
of the reflected molecule, where the post-collision velocity is related to the temperature of 
the surface. There are also more complicated surface interaction models, where the orienta-
tion of the reflected molecule is also a function of the incident velocity. Maxwell’s model 
of diffuse reflection is adequate for many problems. There are many cases, however, in 
which it is far from adequate. The Cercignani–Lampis (CL) model [17] has been adapted 
and extended by Lord [18, 19] for application in DSMC studies. The resulting CLL model 
[18, 19] has been shown to provide realistic boundary conditions. More complicated models 
would be required to describe the chemical reactions that can occur at the surface at high 
impact energies. More complex surface interactions, such as surface catalysis, are easily in-
cluded in the DSMC methodology. 

 The second DSMC process involves indexing and tracking the particles. A scheme for 
molecular referencing is the prerequisite for the next two steps: modelling the collisions and 
sampling the flow field. 

 The third step, simulating the collisions, is a probabilistic process that sets DSMC apart 
from deterministic simulation methods such as molecular dynamics. The probability of a 
collision between two molecules in a homogenous gas is proportional to the product of their 
relative speed and total collision cross-section. The mean value of the product is calculated 
for each cell, and the maximum value is also recorded. The collision pairs could then be chosen 
by the ‘acceptance-rejection’ method; the probability of a particular pair being chosen de-
pends on the ratio of their product to the maximum product. However, this procedure would 
have a computation time directly proportional to the square of the total number of molecules 



DIRECT SIMULATION MONTE CARLO (DSMC) 177

in the cell. So the ‘no-time-counter’ technique was introduced [4] in order to obtain a computa-
tion time directly proportional to the number of molecules. When used in conjunction with 
the subcell technique, it ensures that collisions occur only between near neighbours and 
thereby improves the accuracy of the simulations. An appropriate number of representative 
collisions between randomly selected pairs of molecules within each cell is simulated. 

 The final process is sampling the macroscopic flow properties. The spatial coordinates 
and velocity components of molecules in a particular cell are used to calculate macroscopic 
quantities at the geometric centre of the cell. 

 The above-mentioned stages correspond to the solution of the Boltzmann equation (2) us-
ing the following splitting scheme within the short time-step [20]. 
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corresponds to the molecular collisions in the third step. 

 The DSMC procedure is explicit and time marching and it always produces a flow simu-
lation that is unsteady. For an unsteady flow application, an ensemble of many computa-
tions may be assembled and averaged to obtain final results with an acceptable statistical 
accuracy. To simulate a steady problem, each independent computation proceeds until a 
steady flow is established at a sufficiently large time, and the desired steady result is time 
average of all values calculated after reaching the steady state. As a steady flow gets deve-
loped through a physically real unsteady flow, there are minimal problems with boundary 
conditions. There is no need for an initial estimate of the flow-field and there is no artificial 
iteration process. The DSMC, rather than solving an average description of macroscopic 
flow properties represented by partial differential equations, deals with gas flows at a molecu-
lar level. This allows the inclusion of chemical reactions and nonequilibrium effects into the 
methodology in a direct and physical manner. This has made the DSMC technique a very 
popular methodology for the simulation of fluids, where molecular effects are important. 

 Unlike other variants, where molecules are just conceptual elements, Bird’s method is a 
genuine particle method. It has been shown that this DSMC algorithm can be derived from 
the Leontovich mathematical model by introducing certain assumptions [21]. Conversely, it 
has been shown by Bird that the Boltzmann equation can be derived through the DSMC 
procedures. 
 
4. Limitations of DSMC 

The inherent constraints on the DSMC method are: 1) the cell size must be proportional to 
the local mean free-path, 2) the number of particles per cell must be roughly constant in or-
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der to preserve collision statistics, and 3) the simulation time-step must be chosen so that 
particles only traverse a fraction of the average cell length per time-step. 
 
4.1. Computational errors 

The DSMC is very attractive because it successfully ‘coarse grains’ (each simulated molecule 
represents several real molecules) the molecular description of the hydrodynamic regime, 
thus offering substantial computational efficiency over the ‘brute force’ (deterministic) mo-
lecular dynamics simulations. However, like most computational methods, in the limit of 
finite discretization both in space and time, numerical errors do contaminate the solution 
[22]. As a numerical and stochastic method, DSMC has numerical and statistical errors, 
which have to be quantified to verify the accuracy of the obtained solution. 

 The two types of errors arising in this method are: 1) a statistical error, which corre-
sponds to the stochastic nature of the method, and 2) a deterministic error, which depends 
on the selection of numerical parameters such as the time-step, cell volume, and the total 
number of simulated particles. The source of the statistical errors is the process of taking a 
sample average in a finite volume and the use of a simulated molecule to represent a large 
number of actual molecules. The errors have an asymptotic behaviour and vanish when the 
sample size becomes infinitely large. Thus, these errors are inversely proportional to the 
sample size, and therefore they can be decreased by increasing the sample size, that is, the 
number of particles in a computational domain or number of time-steps used in the sample. 
There will be significant statistical ‘noise’ in an instantaneous sample. Successive sampling 
is done to increase the sample size and thus reduce the statistical ‘noise’. A weak distur-
bance can be completely lost in the scatter in an instantaneous sample or during the earlier 
stages of a simulation, but, it emerges correctly as the average builds up. The deterministic 
errors occur, as the numerical parameters cannot be taken as infinitesimally small. These er-
rors are not statistical in nature, and therefore cannot be reduced by using a large sample 
size. The parameters, time-step and cell volume should be small enough compared to the 
characteristic time and length of the flow, which are physical characteristics of the specific 
flow. In fact, this type of error may have a greater impact on the results than the statistical 
error, especially when a large sample size is used, and hence the stochastic (statistical) error 
can be neglected [23]. 

 Chen and Boyd [24] employed a root mean square (rms) error as an indicator of the sta-
tistical fluctuations. An equation is developed to model and analyse the rms errors. A range 
of the appropriate number of particles to be employed in the simulation is provided in order 
to achieve the smallest statistical error at a fixed computational cost. It is found that statisti-
cal errors depend on the models employed for intermolecular interaction. The errors are the 
smallest for hard sphere interaction, as this model produces the highest collision rate. This 
suggests that statistical errors may be minimised by selecting numerical parameters that al-
low the largest number of collisions to be simulated while preserving the physical validity 
of the computation. Computational efficiencies are also defined to measure the quality of a 
simulation with respect to computational cost and rate of reduction of statistical scatter. The 
larger the value of the computational efficiency, the more rapid will be the decrease in the 
rms error. 
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 Truncation error due to discretization in space results from the need to select collision 
partners from cells of finite size. The resulting error is proportional to the square of the cell 
size; the constant of proportionality is such that the cell sizes of the order of one mean free-
path results in errors of the order of 10%. Garcia and Wagner [25] show that the time-step 
truncation error in DSMC calculations is found to be proportional to the square of the time-
step for a variety of simple flows, both transient and steady state. The time-step size exerts 
a more profound influence on simulation results, if the number of simulated molecules is 
small. Further, in his paper, Hadjiconstantinou [22] points out that the DSMC commits a 
‘discretization crime’ by performing an instantaneous collision of molecules that would 
have normally collided within a time-step. 
 
4.2. Computational constraints 

The run-time and storage requirements are the two main computational limitations for 
DSMC simulations. Rieffel [26] presents a model, independent of the simulation architec-
ture, girding technique, collision model and implementation technique, for predicting these 
requirements for the simulation of rarefied gas flows. 

 A problem that arises with probabilistic near-neighbour collisions is that the probability 
of the collision partner of a particular molecule being the same as one of those, which were 
involved, in an immediately preceding collision is high. This is physically impossible and 
would not occur in a deterministic simulation. The hypothesis of molecular chaos is valid 
only if the probability of the repeated collision of a colliding pair of molecules is negligibly 
small. Since the DSMC method employs a finite number of simulated molecules, the num-
ber of possible collision pairs in a cell is rather limited, and the probability of a repeated 
collision is fairly high. Therefore, there is a statistical dependence between the simulated 
molecules. A significant level of the statistical dependence means that the molecular chaos 
hypothesis used in the Boltzmann equation becomes invalid. The magnitude of statistical 
dependence can be estimated by calculating the fraction of repeated collisions. The smaller 
this parameter, the smaller is the statistical dependence between the simulated molecules. 
Computational results show that an increase in the time-step leads to an increase in the sta-
tistical dependence between the simulated molecules and the error associated with this de-
pendence. The larger the particle weight (the ratio between the number of physical 
molecules and the computational particles), the greater is the growth of the statistical de-
pendence between the simulated molecules with increasing time-step. The effect of re-
peated collisions on the computation results was examined [27] for classical problems of 
rarefied gas dynamics, which reveals the main features of the complicated rarefied gas 
flows. The studies showed that the fraction of repeated collisions is a reliable indicator of 
deviation of simulation results from the solution of the Boltzmann equation. The maximum 
limit of the fraction of repeated collisions, for which the contribution of statistical correla-
tions to macro-parameter estimates is acceptable, has been found to be 20%. If the fraction 
of repeated collisions is higher than 50%, the simulation results have been found to be sig-
nificantly different from the solution of the Boltzmann equation. 

 All computational methods are affected by the ‘roundoff’ error as a consequence of the 
representation of numbers in the computer by a finite number of binary bits and this limited 
word length places restrictions on the precision of computer arithmetic. The probabilistic 
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simulation methods, such as the DSMC method, are also affected by the deviation of the 
computer-generated random numbers from the ideal distribution. Just as the finite length 
representation of numbers in a computer does not have all the properties of real numbers, 
the numbers from a random number generator on a computer do not conform to the proper-
ties of an ideal set of random numbers. Such a set is necessarily hypothetical; an ideal ran-
dom number generator does not exist, and the computer-generated numbers are sometimes 
called pseudo-random numbers. A typical DSMC application involves the generation of 
hundreds of millions of random fractions so that those generators with very short periods 
are not desirable. However, the numbers are used in many procedures and the number of 
calls of the random number routine within each procedure is also subject to random varia-
tions. This means that most DSMC calculations are very tolerant of imperfections in the 
random number generator. 
 
4.3. Other constraints 

Subtle problems surface while simulating real gas effects like translational internal energy 
transfer and chemical reactions. The probabilities of internal energy transfer and chemical 
reactions are determined as the ratios of the corresponding cross-sections to the total collision 
cross-section. The cross-sections of vibration-translation energy transfer as well as chemi-
cal reactions increase significantly with the gas temperature. This may lead to the situation 
when the sum of all of these probabilities becomes larger than unity as the gas temperatures 
rise sufficiently high. Whereas the total inelastic probability exceeding unity may visibly 
distort the individual rates, the problem is in fact more complicated since both elastic and 
inelastic cross-sections are unknown at very high temperatures. Another aspect of the problem 
is related to the variable hard sphere (VHS) [28] and variable soft sphere (VSS) [29, 30] models 
typically used in the DSMC method, where after-collision molecular velocities are mod-
elled according to the hard sphere law. This means that gliding collisions with small deflec-
tion angles are replaced by more efficient but fewer collisions with high deflection angles. 
This in turn increases the inelastic probabilities when the VHS model is used, as compared 
to the inverse power law interaction potential. Therefore, the problem with the total inelastic 
probability exceeding unity may only be avoided by using better reaction rates and employ-
ing a more realistic molecular potential with a small enough deflection angle cutoff. 

 A numerically optimal calculation is one in which the desired physics is resolved using a 
minimum number of particles. In a typical problem, the greatest amount of physics (colli-
sions) and chemistry occurs in high-density regions. In order to model the flow correctly, it 
is necessary to resolve flow physics occurring in these regions. The particle weight for the 
calculation must be set to a low number so that there will be a reasonable number of parti-
cles in these high-density regions. As a result, the more rarefied portions of the flow-field 
will have a large number of particles and will be over-resolved. More computational time is 
spent for calculating the low-density regions than is needed, which results in less efficient 
calculations [31]. There are various ways in which the particle count distribution can be ad-
justed to approach the optimal case. In addition to particle weight scaling, variable time-
step, cell sizes and shapes can be selected so as to improve the distribution. A combination 
of grid manipulation and variable time scales will often be the best means of controlling the 
distribution of particles. 
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 The fluctuations inevitably occurring in a DSMC calculation can cause problems if the 
number of molecules is not large enough to representatively sample each area of the flow 
domain. The comparisons between the fluctuations in DSMC and the predictions of fluctu-
ating hydrodynamic theory appear to be consistent with the fluctuations in a real gas. The 
most serious statistical problem occurs when a significant effect in the real gas is a conse-
quence of the few molecules towards the extremes of the distribution. The number of simu-
lated molecules may be so small in comparison with the real molecules, so that the 
important part of the distribution may not be adequately populated. This problem arises in 
connection with chemical reactions and thermal radiation. 
 
5. Advances in DSMC 
 
5.1. Developments in algorithms and software 

The major advances in DSMC have been mainly in terms of innovative algorithms and in 
the direction of architecture-specific programming. 

 The Lagrangian DSMC [32] is an effort to expand the scope of DSMC to allow more grid 
adaptation including moving internal and external boundaries and involves combining 
DSMC with monotonic Lagrangian grid (MLG). The MLG is a method of constructing and 
maintaining data structures for large particle simulations, which are optimal for usage on 
parallel and vector computers. The combination of DSMC and MLG has several significant 
benefits, namely, an automatically adapting grid, improved prediction accuracy, reduced 
user effort and decreased computational requirements through efficient parallelisation. The 
MLG adds a time-varying grid that automatically adapts to the local number densities in the 
flow-field. 

 For the implementation of DSMC technique, it is advantageous to strictly separate physi-
cal modelling, geometrical calculations and organisational tasks, and to define communica-
tion interfaces between these modules. The ‘MONACO’ system [33] was developed with 
strong emphasis on using workstations as primary calculation platforms. A major design 
feature of MONACO is the separation of physical modelling, geometrical issues and mana-
gerial tasks. A kernel library handles the organizational tasks associated with a DSMC 
simulation, such as correct assignment of particles to their cell data structure; the geometric 
library handles such tasks as the movement of particles through the grid; and the physics li-
brary selects collision pairs and applies appropriate physical models to them. 

 The DSMC method is physically appropriate for rarefied gas flows in micro-electro-
mechanical systems (MEMS). However, it is difficult for it to be statistically convergent, 
because the statistical fluctuations become insurmountably large at low Mach numbers that 
are characteristic of MEMS. For the purpose of variance reduction, a modification of 
DSMC called stochastic weighted particle method (SWPM) is proposed. In SWPM, a sys-
tem of weighted particles is used, which allows one to resolve the low-density regions with 
a moderate number of simulation particles [34, 35]. A convergence proof for SWPM is pro-
posed by Matheis and Wagner [36]. An information preservation (IP) technique [37–39] is 
also proposed to address this issue, which assigns two velocities to each simulated mole-
cule. One is the molecular velocity used to compute the molecular motion following the 
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same steps as the DSMC method and the other is called the information-velocity, which 
corresponds to the collective velocity of an enormous number of real molecules that the 
simulated molecule represents. The basic premise of this technique is to associate both mi-
croscopic and macroscopic information with each particle. The usual DSMC steps are ap-
plied to the microscopic properties and simple conservation laws are applied to the 
macroscopic properties. Meaningful results are obtained with a sample size, which is four 
orders of magnitude smaller than that required for ordinary DSMC. Therefore, there is tre-
mendous reduction in CPU time. 

 Parallelisation of DSMC [40] has led to most significant reductions in computational 
time for large systems. To parallelise a code efficiently, a number of different aspects of the 
process including program control, data control, and programming tools must be consid-
ered. The program control or the program structure is either in data-parallel or task-parallel 
mode. The data-parallel mode, which is the mode usually used on massively parallel com-
puters, is the one in which the same operations are performed simultaneously on different 
sets of data. In the task-parallel mode, individual processors run completely different opera-
tions on different data. Data control is the process by which data in one processor-memory 
unit is accessed by a second processor-memory unit. The process is usually carried out by 
using message-passing libraries, such as EXPRESS, PVM, and MPI. Programming tools in-
clude the programming language and various parallelising compilers. One major factor that 
hampers the parallelisation of DSMC code is that it requires a great deal of inter-processor 
communication, which is relatively slow. A second factor hampering parallelisation is load 
balancing among the processors. Load balancing keeps all the processors active and doing 
useful work for as much time as possible. For all parallel computers, a dynamic load-
balancing scheme, which controls all working processors and minimises idle time, reduces 
interprocessor communication and so improves the performance. 

 SMILE [41] is a modern general DSMC program that has a number of users and a history 
of well-validated applications. The important features of SMILE are parallel capability, dif-
ferent collision and macroparameter grids with manual and automatic adaptations, and spa-
tial weighting for axisymmetric flows. 

 The DSMC analysis code (DAC) software represents the National Aeronautics and Space 
Administration’s (NASA) state-of-the-art implementation of DSMC method for simulating 
three-dimensional flows [42]. The DAC program employs ‘virtual subcells’ as an alterna-
tive to transient subcells. The distances from the first molecule to all the other molecules in 
the cell are determined and the nearest one is selected. This is a simpler procedure, but the 
computation time is proportional to the square of the number of molecules in the cell. In 
this, a number of significant processes of DSMC are automated. A prime example of this is 
the DAC preprocessor. The preprocessor is capable of automatically generating a flow-field 
discretization of the domain that satisfies the conditions necessary for an accurate simula-
tion. The grid systems for the flow-field and the surface are uncoupled. The preprocessor 
takes special care of the Cartesian cells that intersect with the surface geometry. 

 The development of a general parallel three-dimensional direct simulation Monte Carlo 
code (PDSC) is reported by Wu et al. [43]. The PDSC is implemented on the memory-
distributed parallel machine (PC-cluster system) using message passing interface with sev-
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eral important features, including tetrahedral unstructured mesh, solution-based adaptive 
mesh refinement, variable time-step method, dynamic load-balancing technique, extended 
conservative weighting scheme for trace species, very low-speed flows, iterative pressure 
boundary treatment method and hybrid NS-DSMC method. In addition, a graphic user inter-
face using Visualisation Toolkit Library is developed to enhance the possibilities of includ-
ing more features into the code. Also, a database of VSS collision model parameters for 
various species of interest in materials processing is included in PDSC. 

 A hybrid numerical technique is being developed that may employ either the CFD or 
DSMC techniques throughout the flow-field, based on local flow conditions. The primary 
issues are: 1) when to switch between the two methods, 2) how to pass information from 
one method to another, and 3) how to implement these processes in a single computer code 
that runs effectively on vector and massively parallel computer architecture. The study of 
continuum breakdown is the first step towards the development of hybrid numerical code. A 
parameter (Kn)GLL-D (gradient-length local Knudsen number), a Knudsen number deter-
mined by a mean-free-path, based on the local flow properties and a length scale based on 
the local gradient in density, was proposed by Boyd et al. [44] that successfully predicts 
failure of the continuum Navier–Stokes equations in hypersonic transitional flow. It was 
found that the continuum approach broke down whenever the value of (Kn)GLL-D exceeded 
0.05. Wang and Boyd [45] proposed a new parameter, Knmax, that is modified from Boyd’s 
(Kn)GLL-D parameter and the continuum breakdown is best predicted when Knmax exceeds 
0.05. When the parameter Knmax is utilised in the coupled DSMC-CFD computations, it is 
expected that the entire flow-field will approximately be separated into four layers. In the 
regions very close to the body surface, the DSMC technique will be employed and in be-
tween the near-body region and the shock region, the CFD technique will be used. The 
DSMC technique will be employed again throughout the shock. In the free-stream region, it 
is efficient to utilise the CFD technique. 

 New models of the DSMC method are being developed for a more detailed description of 
physical and chemical processes in gases. Their implementation into the existing DSMC 
codes, however, is rather difficult. The promising way of overcoming these difficulties is to 
develop object-oriented DSMC codes that can be readily modified to include the new models. 
 
5.1.1. The ideal program 

It is suggested by Bird [46] that the capabilities of the existing and any new general DSMC 
program should be evaluated against the following specifications for an ‘ideal program’. 

 The capabilities of the program should be such that it is easily applied to any problem, 
which falls within the computational capabilities of contemporary computers. The range of 
application of a program in terms of the lower Knudsen number limit will always be re-
stricted by the performance of the computers that are available. Advances are likely to be 
increasingly dependent on parallel computation rather than on increase in CPU speed and 
hence the program should be capable of parallel operation. It should be capable of handling 
problems, which involve internal or external flows in one-, two- or three-dimensions, and 
either large-time steady flows, or time-accurate unsteady flows. The program should incor-
porate a range of realistic models for intermolecular collisions, internal degrees of 
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freedom, gas-phase chemical reactions, and gas–surface interaction and reactions. It should 
be possible to simulate the effects of gravitational fields and similar body forces. The initial 
conditions should allow the specification of flow discontinuities and the boundaries should 
allow for periodic flows, constant pressure boundaries, and moving surfaces. 

 The programs should reproduce the solutions for all simple test cases that are amenable 
to exact analysis. The results from the program should be in agreement with any valid 
experimental measurement. Not only should the program automatically set the 
computational parameters to near optimal values, it should be able to internally check the 
quality of computation. The probable error in the results should be reported to the user. 
Also, should the quality of the calculation be outside the specified limits, the program 
should automatically abort the calculation. 

 The program should have a modern interactive graphical user interface (GUI). The data 
input should be through a fully specified file that can be generated by interactive menus 
within the program. There should be a user manual with representative demonstration cases. 
There should also be a help system within the menu structure that provides the necessary 
information on the data items. The computational details or the log of the calculation, the 
flow contours, and the distribution of the surface properties should be displayed continu-
ously as the calculation proceeds. Calculations should be interactive such that the user 
should have control over the properties that are being displayed and should be able to con-
tinuously monitor the values of all properties at any point within the flow. Most impor-
tantly, apart from the error due to the improper positioning of the flow boundaries, the user 
should not obtain a bad result. 

 Finally, the program should be readily available for use on PCs; the cost should be within 
the established price range of specialist application programs. The program should be capa-
ble of being ported to other computers and to other operating systems. The current versions 
of the DS2V/3V codes by Bird come close to meeting the above specifications for the ideal 
general DSMC program. 
 
5.2. Variants of DSMC 

The DSMC is a generic term that covers the many variants of the method, which have been 
introduced over the years. Nanbu [47, 48] introduced a variation of the DSMC method that 
was derived directly from the Boltzmann equation. This method aims at the direct approxi-
mation of the Boltzmann equation. Here, molecules are just conceptual elements. The Finite 
Pointset Method is another variant of the DSMC method that is directly related to the 
Boltzmann equation. It employs discretization in both physical and phase space [49]. 

 Macrossan [50, 51] describes a new approach to DSMC collision modelling called the 
‘viscosity DSMC’ or the µ-DSMC. In this the time-averaged temperature is used to set the 
characteristic collision cross-section in each cell such that the Chapman–Enskog viscosity 
is that given by any desired viscosity law µ = µ (T). Realistic potentials, which produce re-
alistic viscosity laws, are not widely used. This is because of the difficulty of using the 
Borgnakke–Larsen (BL) energy exchange scheme [52] when the collision probability does 
not match that of the VHS collision model. The combination of BL exchange model and the 
VHS model is the existing standard in DSMC. Further, the DSMC procedures for chemi-
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cally reacting flows are built around the VHS model. In this new approach, an arbitrary vis-
cosity law can be realised using simple (VHS) collision models which are compatible with 
the BL exchange scheme. The new method makes the VHS model display an arbitrary vis-
cosity relationship by adjusting the number of collisions calculated in each cell, based on 
the cell temperature. In principle, the method can use directly experimental data on viscos-
ity. There is virtually no extra computational overhead involved in obtaining the time-
averaged temperature, which is available in DSMC codes as the evolution of the flow is 
tracked to steady state. The new method has been shown to be accurate for highly nonequi-
librium flow in the interior of a shock and for the high-speed flow around a blunt cylinder, 
which involves an expansion around the sharp corner of the front face.  

 A variant of this new approach was proposed earlier by Macrossan [53]. This is called the 
‘collision-rate DSMC’ or the ν-DSMC. Here, the ‘Maxwell VHS’ model is used, which is a 
special case of the VHS model for which the collision probability is independent of the 
relative speed. The reference cross-section in each cell is adjusted according to the desired 
viscosity law. A large number of collisions are required in ν-DSMC because, with the stan-
dard VHS model, collision pairs are weighted towards higher relative velocities so that an 
average VHS collision is more efficient in redistributing energy. The collision loops are 
particularly simple and increase the computational speed. This ν-DSMC runs at twice the 
speed of the standard DSMC and produces results within 3% of those produced by DSMC 
for shock structure and within 5% for the Couette flow, for Knudsen numbers ranging be-
tween 0.1 and 0.005. 
 
5.3. Molecular models 

Several molecular models have been proposed by researchers to simulate various physical 
situations. No model is universally applicable and the choice of a particular model is a 
tradeoff between its capability to approximate a physical situation and the computational 
requirements/constraints, among other factors. 

 DSMC method is capable of simulating monatomic rarefied gas flows very well. Polya-
tomic rarefied gas flows, however, in which the gas molecules are able to transfer energy 
among translational, rotational and vibrational degrees of freedom cannot be accurately 
predicted using simple collision models. Tokumasu and Matsumoto [54] presented a dy-
namic molecular collision (DMC) model for nonpolar diatomic molecules. This model is 
applicable at moderate temperatures (up to a few hundred K), where most molecules are in 
the vibrational ground state and hence the vibrational degree of freedom can be neglected. 
The validity of the DMC model is verified by simulating the translational and rotational en-
ergy distributions at the equilibrium condition and the rotational relaxation of nitrogen 
through normal shock wave. The results are in good agreement with experimental and theo-
retical results. Consequently, the collision of diatomic molecules can be quite accurately 
predicted using the DMC model. 

 A physically realistic collision model is critical for DSMC to predict various gas flows 
reliably and accurately. In actual gases, the force between two molecules is repulsive at 
small distances and more weakly attractive at large distances. This behaviour is most sim-
ply described by the Lennard–Jones potential as, 
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The parameters ε and σ, which have dimensions of energy and length, respectively, are 
characteristic constants of the chemical species of the colliding molecules and r is the in-
termolecular separation. For polar molecules like ammonia and water vapour, however, 
strong electrostatic interaction leads to anomalous behaviour with respect to the potential. 
This electrostatic contribution is proven to be proportional to the inverse third power of the 
molecular separation. A term is combined with the Lennard–Jones potential to describe the 
interaction between polar molecules as, 
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where δ is a dimensionless constant that measures the polarisation of a substance. 

 Fan [55] introduced a new collision model called the generalised soft-sphere model 
(GSS), which is a collision model suitable for polar and nonpolar molecules over a wide 
temperature range. Coefficients of viscosity, selfdiffusion and diffusion given by GSS 
model agree well with experimental data for a number of nonpolar and polar gases over a 
wide range of temperature. This GSS model may be regarded as an extension of the gener-
alised hard-sphere (GHS) model [56] for attractive-repulsive potentials. At low tempera-
tures, where the attractive intermolecular forces are important, the GHS model produces a 
more accurate variation of viscosity with temperature than the standard VHS model. It is 
conveniently implemented in an engineering simulation. However, the GHS model remains 
virtually unused because of its poor computational efficiency as compared to the VHS 
model. Macrossan and Lilley [57] introduced a slight modification to the GHS model that 
offers significant improvement in computational efficiency (not more than 5–15% more 
computationally expensive than the VHS model) with minimal effects on the viscosity be-
haviour. The computational efficiency of the GSS model, which has the same total cross-
section as the GHS model, might be improved using the same modification. 

 The computing task of the simulation method varies with the molecular model. For mod-
els other than the Maxwell’s molecular model (a special case of inverse power law model), 
it is proportional to N for Bird’s method, while it is proportional to N2 for Nanbu’s method. 
Babovsky [58] and Babovsky and Illner [59] have introduced a procedure to reduce the 
computing task of Nanbu’s method to make it proportional to N. 
 
5.3.1. Energy exchange schemes 

Rotational energy is associated only with di- and polyatomic molecules that consist of two 
or more atoms. In order to accommodate the properties of such gases, several models have 
been proposed and studied. The two centres of repulsion model, sphero-cylinder and the 
weighted sphere models, are a few of them. However, serious limitations of these models 
prompted a quick recourse to a phenomenological approach. 
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 A phenomenological model is defined as a model that reproduces the overall effects in a 
gas flow of some physical feature of the real molecules without the explicit incorporation of 
that feature. The phenomenological models superimpose the energy exchange between the 
internal and translational energy upon an otherwise monatomic model. The models are 
therefore spherically symmetric and the phenomenological process allows the specification 
of the requisite number of rotational degrees of freedom that leads to equi-partition between 
these modes. There must also be exact equi-partition between rotational and translational 
modes, and, when the gas is in equilibrium, the distribution functions of each quantity must 
be the local Maxwellian. 

 The most widely used phenomenological model is that of Borgnakke and Larsen [52] in 
which a detailed balance is ensured by the selection of the postcollision values directly 
from the Maxwellian distributions. The relaxation rate, that is, the rate at which a gas tends 
to equilibrium is controlled by regarding a fraction of the collisions as elastic. It is a statis-
tical model based on the relaxation concept, which is suitable for a Monte Carlo simulation 
scheme. Typically, the model formulation specifies the number of internal degrees of free-
dom, the collision probability and a postcollision probability, such as the angular distribu-
tion of the relative velocity. The model has a high degree of flexibility and requires little bit 
more computing time per collision than the hard-sphere gas of monatomic gas. It satisfies 
all the requirements for a successful phenomenological model. Moreover, it is to be noted 
that Borgnakke and Larsen in their model used hard spheres but with the collision probabil-
ity varying as for the inverse-power potential, related to the viscosity power. Historically, 
the combination of hard sphere and a variation of the total collision cross-section corre-
sponding to a general power viscosity law first appeared in their paper. Hence, it may be 
said that Borgnakke and Larsen have made important contributions towards the invention of 
the VHS model. 

 The BL model, though a successful phenomenological model, from the physical point of 
view, is quite unrealistic. In order to improve the physical realism of their model, Larsen 
and Borgnakke had introduced the ‘restricted energy exchange’ model. In this, all collisions 
are treated as inelastic, but the proportion of the energy of the collision pair that participates 
in the energy exchange is restricted. This is less efficient from the computational point of 
view and, more seriously, Pullin [60] showed that it does not satisfy detailed balancing. In 
Pullin’s model, every degree of freedom participates in the energy exchange for every colli-
sion. Though the model is more realistic, it is cumbersome. Nevertheless, it must be recog-
nised that it is a possibility that may be exploited in the future. 

 In between, Bird [61] had proposed the ‘energy sink’ model, which forces equi-partition 
in a physically realistic manner. However, it fell out of use because it led to distortions of 
the equilibrium distribution function and did not satisfy detailed balancing. 
 
5.4. Gas–surface interaction studies 

A successful application of DSMC requires the development of accurate gas-surface inter-
action models, in addition to gas–gas molecular collision models. Gas–surface interaction 
study is one of the foremost directions of research related to rarefied gas dynamics [62]. 
The study of gas–surface interaction may be regarded as a bridge between the kinetic theory 
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of gases and solid-state physics. Since the time when the first experiments with rarefied 
gases have been conducted by Knudsen and other classical physicists, the problem of gas–
surface interaction has attracted considerable attention from both the theoreticians and ex-
perimental investigators. The difficulties of a theoretical investigation are due, mainly, to 
our lack of knowledge of the structure of surface layers of solid bodies and hence of the ef-
fective interaction potential of the gas molecules with the wall. Experimental research 
shows that the energy and momentum transfer between gas molecules and the solid surface 
is very sensitive to many factors. When a molecule impinges upon a surface, it is adsorbed 
and may form chemical bonds, dissociate, become ionised, or displace surface molecules. 
Its interaction with the solid surface depends on the nature of gas and that of the surface, 
the gas pressure, the temperature of both the gas and solids, chemical composition of the 
surface including induced phase due to adsorption process, and the surface roughness. Dur-
ing the preceding years, the experimental and theoretical studies have been more oriented 
towards ionised gases, polyatomic molecules, and catalytic reactions. 

 The theoretical study of the gas–surface interaction problem is carried out in several di-
rections. The first step is concentrated on the development of the appropriate strategy of 
boundary conditions for the Boltzmann equation and on the use of a suitable scattering 
model for solving gas dynamics problems. This structural level of a theoretical approach 
can be related to the Boltzmann technique. Well-known models developed by Maxwell, Ep-
stein, Cercignani and Lampis are used for solving the rarefied gas dynamics problems and 
they give quite satisfactory results. The main task in this approach is the development of a 
scattering kernel that transforms the distribution function of incident molecules into re-
flected ones from the surface. One effective approach for developing collision models is the 
use of the molecular dynamics (MD) method [63]. A multistage (MS) gas–surface interac-
tion model for monatomic/diatomic gas molecule interacting with a solid surface is pre-
sented. The basic idea of the model is to separate the collisions into three stages. At stages 
1 and 2, the energy and scattering direction are determined by the model equation. At stage 
3, according to the translational energy, the molecule is determined to scatter, re-enter or to 
be trapped by the surface. Re-entering molecules return to stage 1. 
 

5.5. Analysis of real gas effects 

The analysis of real gas effects like translational–internal energy transfer, chemical reac-
tions and also absorption and emission of radiation has been performed using various 
DSMC models. Bondar et al. [64] presented an applicability analysis of the DSMC models 
for real gas effects by comparing the rates obtained for chemical reactions and energy trans-
fer processed in an adiabatic reservoir with the corresponding temperature-dependent ex-
perimental relaxation rates. The detailed comparison of the DSMC results, obtained using 
three models, with the Jeans (rotational relaxation), Landau–Teller (vibrational relaxation) 
and Arrhenius rates given for di- and polyatomic molecules. 

 The molecular model is ideally suited to the study of chemically reacting gas flows be-
cause the basic theory of gas-phase chemical reactions is primarily concerned with proc-
esses at the molecular level. In most DSMC simulations of reacting flows, the probability of 
reaction between reactants is calculated at each collision. Where the total collision energy 
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exceeds some threshold criterion, the reactant species are changed to product species.  
The energy modes of the product particles are sampled from appropriate energy distribu-
tions. Bird [4] gives a detailed treatment of the collision theory for chemical reactions  
and the kinetic theory employed to extract microscopic data from the continuum rate con-
stants. A model that treats dissociation as a consequence of vibrational excitation is also 
explained. 

 In general, the probability of a chemical reaction between colliding molecules is a func-
tion of the relative translational energy, internal states and relative orientation of the collid-
ing molecules and the modelling of chemical reactions is an integral part of the collision 
routine. Lilley and Macrossan [65] presented a method different from the conventional 
DSMC chemistry methods, called the macroscopic (‘overlay’) chemistry methods for sym-
metrical diatomic dissociating gas. In the macroscopic chemistry method the simulation of 
collisions and reactions is decoupled; the reactions being computed independently after the 
collision routine. Nevertheless, the results obtained by this method, which requires lesser 
computing time than most DSMC chemistry methods, are in excellent agreement with those 
obtained through conventional DSMC chemistry methods [66]. This approach is phenome-
nological in nature as it does not attempt to model the detailed physics of the reaction proc-
ess. The method is called a macroscopic method because the number of reaction events to 
perform in each cell is calculated using the macroscopic reaction rates, the macroscopic 
equilibrium constant and the local macroscopic flow conditions. One advantage of this 
method is that as macroscopic information about reaction rates is used directly in DSMC in 
the same way as in continuum codes, hybrid Navier–Stokes/DSMC codes can easily use the 
same chemical models in both rarefied and continuum flow regions. 
 

6. Conclusions 

Over the years, the capabilities of DSMC have grown enormously concomitant with the 
growth of computer capabilities. The need to model a variety of transition regime flows 
quantitatively has significantly advanced the DSMC methodology. If it were possible to use 
DSMC throughout its physically realistic range, the applicability and generality of the solu-
tion to transitional flow problems would be substantially greater. However, computational 
costs of DSMC are high, even in regimes, where it is being used now, and much of the po-
tential range of the method is beyond current computational capabilities. Although, at pre-
sent, the DSMC has no rivals for practical computations, some other methods may turn out 
to be of interest in the future as much more powerful computers become available. 

 The DSMC is not only a practical tool for engineers but also a good method for probing 
into uncovered areas of the theory of the Boltzmann equation. DSMC has already given 
quantitative answers to a broad range of questions that otherwise could not have been an-
swered with sufficient accuracy. In addition to being used as a tool, the method can also be 
exploited towards carrying out numerical experimentation to address fundamental issues in 
gas dynamics, which are not readily susceptible to physical experimentation. The simplicity 
and flexibility of the implementation and the stability of the solution makes it an attractive 
tool for solving problems in physical sciences and engineering. 
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