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Abstract 
 
The World Wide Web has become one of the principal sources of information since its inception. With large 
amount of content added and deleted, the amount of change in hypertextual data is massive. This rapidly changing 
nature of the WWW makes the task of tracking information intractable when done manually. In this paper we 
propose an approach for intelligently monitoring the website for changes, taking into consideration the user inter-
ests and ranking of these changes according to relevance. A prototype system WebMon based on this approach is 
presented. 

 WebMon consists of basic components performing infrastructural activities such as crawlers and indexers. Also 
it takes as input keyword weights based on the user interests. It then represents the hypertextual data in the web-
site in the form of a vector space model (VSM). Periodically this process is carried out to get the VSM represent-
ing the hypertextual data of the website at that instance of time. To monitor for changes, the data in VSMs at 
different instances of time is compared and the corresponding changes are ranked according to their relevance ac-
cording to the user. A modified nearest neighbor algorithm (NN) is implemented for the same. To further improve 
the accuracy and self-adjustability of the relevance rankings, the system employs a modified supervised learning 
algorithm thereby taking into account the behavior of the user intelligently. 

 The WebMon system has been tested extensively on many websites giving results as expected. In this paper we 
report some experimental results showing the effectiveness of the proposed approach. 
 
Keywords: Relevance ranking, vector space model, nearest neighbors, supervised learning. 

 
1. Introduction 

Since its advent, the World Wide Web (WWW or W3) has become one of the principal 
sources of information. Having over 350 million pages, it continues to grow rapidly at a 
million pages per day [1]. Apart from its growth rate, the amount of change in textual data 
is a massive 600 GB per every month [2]. Even if we consider a small subset of the web, as 
in a moderately sized website, the amount of information and the degree by which it 
changes is still by far beyond human comprehension. 

 In many cases, the need for searching and monitoring the information arises. Students 
may want to monitor a university website for admission updates, businessmen may want to 
monitor a bank website for news about interest rates, and hobbyists may want to monitor 
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their favorite blogs for the latest happenings. As mentioned earlier, it is almost impossible 
to do this manually for a moderately sized website or even for a few small websites taken 
together. 

 However, it is not too difficult to build a system which just crawls through the web peri-
odically and looks up the document meta-data for changes. If this approach would suffice, 
there would not be much need for it. Fortunately or unfortunately, this is not the case be-
cause if the changes are in large number, just a listing of the changes would not help much. 
Here we consider some techniques by which the listing of changes would be ordered ac-
cording to the relevance of the user. 

 The approach assumes that the user provides the keywords on which the given website 
has to be monitored. In the following discussion, we normally discuss about monitoring 
only one website, but it should be kept in mind that this approach can be easily modified to 
monitor multiple websites at once. This paper explores the above thesis by proposing and 
evaluating several metrics and algorithms relevant to the monitoring task and presents the 
prototype WebMon system. Also a modified supervised learning algorithm is developed to 
give more accurate and self-adjusting relevance rankings. 
 
2. Problem formulation 

As summarized in the previous section, the WebMon system provides experimental support 
to our thesis that a system can automatically monitor the web and then order the changes 
according to the user relevance. Later sections describe in detail as to how this task is car-
ried out. In this section we consider the precise formulation and representational assump-
tions that underlie our approach. 

Given: 
1. Starting URL(s) of the website(s) to be monitored 
2. User-defined keywords and their interests 
3. User behavior with respect to the listed changes. 

Determine: 
A relevance ranking of the changes occurred in the website periodically. 
 
3. Infrastructural activities 

In WebMon some infrastructural activities are necessary to convert hypertextual data into a 
representational model from which analysis can be performed and useful information can be 
extracted. These are briefly described below. These activities can be carried out one after 
another or simultaneously. In the latter case, some additional care has to be taken to ensure 
proper synchronization. 
 
3.1. Crawling 

In a website, the data is present in the form of documents which are connected together us-
ing hyperlinks. In every document, there are hyperlinks which link to other documents. 
However, there is no systematic catalog of documents in which all of them would be listed. 
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FIG. 1. Functional architecture of a crawler. 

 
Hence to get all the data an activity called crawling is performed using a software agent 
called crawler. 

 The entire life cycle of the crawler is explained in Fig. 1. The crawler takes the base URL 
as input and inserts it in the queue. After this the crawler deletes one URL from the queue. 
In the page-fetching component, a DNS lookup is made to get the address of the corre-
sponding document. An HTTP socket is established and then the request for the document 
content is made. Once the document content is obtained, it is stored in the hypertext reposi-
tory which is made available to other modules (see indexer). Also the document content is 
given to the URL extractor which parses it for outgoing links and then normalizes these 
URLs (e.g. converts relative links to absolute links). After this each of the newly found 
URLs is given to the URL validator which checks to see whether the URL is already 
crawled and if it belongs to the same domain. All the valid URLs are added back to the 
queue. This process is continued till the queue is empty. 

 It is seen that a major bottleneck, which negatively affects the efficiency of WebMon, is 
crawling. For the system to be scalable, it is necessary to crawl rapidly. To meet this end, 
techniques like multithreading, connection pooling, DNS cache are implemented [3, 4]. 
Also some commercial crawlers which can crawl more than 100 documents per second are 
available [5]. There is also a class of crawlers which selectively seeks out pages relevant to 
a predefined set of topics called focused crawlers [6]. These crawlers give much better per-
formance as they first analyze the crawl boundary to find the links that are likely to be most 
relevant for the crawl, thus avoiding irrelevant regions of the web. 
 
3.2. Indexing 

The indexing of the website is done by another software agent called indexer (Fig. 2). After 
crawling, the contents of documents are obtained from the repository one by one.  

 The document content is given as input to the filter component which first splits the text 
into individual words and eliminates punctuation marks and other unnecessary symbols. It 
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FIG. 2. Block diagram of indexing process. 

 
then proceeds to remove the stop words appearing in the text. This is done by using stan-
dard set of noise word vocabularies [7]. An optional word stemmer component is then used 
to stem each word to its root (e.g. running is stemmed to run). Common stemming methods 
use a combination of morphological analysis (e.g. Porter’s algorithm [8]) and dictionary 
lookup (e.g. WordNet [9]). Other corpus-based analysis of word variants can be used to en-
hance the performance of stemming algorithms [10]. 

 After this analysis, we store the meta-data about each keyword (i.e. document where it is 
located, and its offset from the start of the document) into a data index. Even if a keyword 
occurs more than once in a document, it is still stored twice in the data index and the rea-
sons for it will be clear later on. An effective data index structure is vital for high perform-
ance information retrieval systems. Documents that contain a specified keyword can be 
efficiently located by using an inverted index [4], which maps each keyword k to the set S 
of the documents that contain k. Since such indices must be stored on disk, the structure 
should attempt to minimize the number of I/O operations [11]. Various optimized data in-
dex organizations are used to meet this end [12, 13]. In very large-scale indexes, file sys-
tems are widely used. One such prominent implementation is the Google File System, 
which provides a scalable distributed file system for large distributed data-intensive appli-
cations [14]. 

 From the HTML content, the indexer can optionally proceed to create a partial document 
tag tree [15]. This structure contains the textual content and the tag with which it is associ-
ated. This is so because the text contained in these tags will have a relatively higher impor-
tance as compared with other text. 
 
4. Keyword weights and user interests 

For intelligent web monitoring, all of the keywords are not treated equally as some are more 
relevant than others. To achieve this we assign weights to individual keywords. Again it 
should be kept in mind that relevance ranking is not an exact science, but these are some 
well-accepted approaches [11]. 

 In this paper, we consider three types of weights assigned to a keyword. They are as fol-
lows: 

1. Raw statistical weight (WR) 
2. User-defined weight (WU) 
3. User feedback weight (WF) 

The total weight can be empirically calculated as: 

R R U U F FW a W a W a W= + +  
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where aR, aU and aF are the weight coefficients having values between 0 and 1. We can set 
their values to fine-tune the keyword’s relative importance. 

 For instance, if the user is more interested in the changes one specifies, then a higher 
value of aU (say aU = 0.85, aR = 0.4) can be chosen. On the other hand, if the user is more 
open to other changes, then a comparatively lower value aU (say aU = 0.5, aR = 0.8) can be 
chosen. 

 As stated earlier, the user is given the facility to directly specify the keywords of interest 
on which monitoring has to be done. Some nonzero user-defined weights are assigned to 
these keywords according to their priority given by the user. These weights directly specify 
the user’s interests and are given higher share in the overall weight of a keyword. For the 
rest of the keywords, this value is zero. The user feedback weights are considered later (see 
Section 8). For now, it can be assumed that its value is initially zero for all keywords.  

 The weights WU and WF are user-dependent weights and are evaluated for each user for 
each website. The weight WR is user independent and is calculated once for every website. 
 
4.1 Calculation of raw statistical weight and relevance 

To calculate the keyword relevance, the basic question to be answered is how relevant is a 
document with respect to a given keyword. Simply counting the number of occurrences of 
the keyword in the document is usually not a good indicator as it heavily depends on the 
length of the document and the relevance does not increase linearly with the frequency of 
occurrence. Hence, some other metrics are considered depending on the keyword occur-
rence as mentioned below. 

 Firstly, we discuss some parameters, which the calculation of the relevance metrics can 
be based on. These parameters can easily be calculated from the data index. For the rest of 
the discussion on keyword relevance, we use the symbols k and d to represent keywords and 
documents, respectively. 

 n(d) = number of keywords in document d 
 n(d, k) = number of occurrences of keyword k in document d 
 n(k) = number of documents in which the keyword k occurs at least once 

The raw statistical weight of the keyword WR is defined as the inverse document frequency 
(IDF), which is a measure of the general importance of the keyword. It is calculated as: 

1

( )RW
n k

= . 

We also define a relevance metric r as follows. 

( , )
( , ) log 1 .

( )

n d k
r d k

n d

 
= + 

 
 

Observe that this metric takes the length of the document into account as it depends on 
number of keywords n(d). The relevance still grows with increasing values of n(d, k); how-
ever, the increase is logarithmic. The log factor is used to avoid excessive weight to fre-
quent keywords [11]. Also if the keyword k doesn’t occur at all in document d, the 
relevance is log (1) = 0. 
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 Many systems refine the above metric by using other information like the position of the 
keyword in the document. Also, the tag in which the keyword occurs can be considered, 
with the keywords occurring in tags like <title>, <h1>, etc. being given more importance as 
compared to other keywords. These notions can be formalized by some modifications to the 
above-mentioned formulae. In the information retrieval (IR) community, regardless of the 
exact formula, the relevance of the document with respect to a keyword is called as term 
frequency (TF) [11]. 

 A weighted relevance function F is calculated as follows. 

( , ) ( , )F d k r d k W= ×  

where W is the total weight of the keyword k calculated as mentioned above. 

 The metric F gives a measure of the relevance of the keyword k with respect to the docu-
ment d. Its effective value for any keyword will be scaled according to its weight. A more 
important keyword will have a higher value than a less important one. 
 
5. Vector space model 

The vector space model (VSM) is a mathematical model widely used for information filter-
ing and information retrieval. It was used for the first time by the SMART Information Re-
trieval System [16]. It represents natural language documents in a formal manner by the use 
of vectors in a multi-dimensional space. 

 In VSM, we consider a multidimensional Euclidean space with each axis corresponding 
to a keyword. A document is conceptually represented by a vector of keywords extracted 
from the document, with associated weights representing the importance of the keywords in 
the document and within the whole document collection. The component of the document 
vector in a given keyword direction can be determined in many ways [17]. A common ap-
proach uses the so-called tf – idf method. Here we use the relevance metric F (discussed 
above) as it gives the keyword relevance scaled according to the keyword weights. In this 
way, if there are n keywords occurring in the website, we represent every document as vec-
tors in the n-dimensional vector space to get a website matrix. 
 For the keywords k1, k2, … kn and the document d, we have, 

1 1 2 2( , ) ( , ) ... ( , )n nr F d k k F d k k F d k k
→ = + + +  

where k1, k2, … kn are unit vectors in the respective keyword directions and r is the vector 
representing the document d. It should be understood that most of the components of these 
vectors will be zero. It is assumed that the keywords which we are considering are after 
elimination of stop words and other tasks. 
 
6. Nearest neighbor algorithm (NN) 

As mentioned above, the vector space model has been used extensively for information re-
trieval tasks. One of the basic operations to be performed is to find a document which is 
most similar to the given one. In the language of vectors, we have to find the nearest vector 
to the given vector in the same vector space. This is called as the nearest neighbor algo-

l l l

l l l → 
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rithm (NN) [18]. It is primarily used in search engines, where the query string is taken as a 
document itself and the NNs to it are found out and ranked according to their ‘nearness’ 
(i.e. the geometric closeness to the given vector in the model). In this paper we do not con-
sider query strings but use the NN approach to find the documents similar to a given docu-
ment and the degree of difference between the two.  

 In VSM, we consider the angle between the two vectors as a measure of nearness be-
tween them. There exist alternative approaches to nearness, like geometric distance, city-
block distance, etc. The advantage of this approach is that the relative sizes of the vectors 
are not considered. For example, even if a document is very long and another one is small 
they can still be quite near if their information content is the same. 

 Using the dot product, the angle between the two vectors r1 and r2 is calculated as: 

1 2

1 2

.
cos .

| || |

r r

r r
θ =  

7. Monitoring of a website 

Using the above-mentioned concepts, we now proceed to the actual problem of monitoring 
the website. When the site is to be monitored, the website is represented as a matrix M in 
the vector space as mentioned above. Then periodically the same process is carried out and 
again a matrix M′ is obtained. This matrix represents the new state of the information con-
tent of the website. To monitor the changes of the website, our job is to determine the 
changes in information content that may have occurred in the instances M and M′. 
 In this paper, we consider three types of changes which we are interested in monitoring. 
Here type 1 change is purely informational, while changes of type 2 and 3 are structural as 
well as informational. 

 Type 1: Addition and deletion of information content in a document 
 Type 2: Introduction of new documents in the new instance 
 Type 3: Disappearance of documents from the new instance. 
 
7.1. Type 1 changes 

First we will consider the changes of type 1. It can be assumed that in most websites, the 
structure does not change very frequently as compared to the information content. That is 
normally the information inside documents changes much more often than documents being 
added and removed from the website. Hence, the change of type 1 will be the most common 
of all the changes. 

 For monitoring type 1 changes, we first have to determine the documents which have un-
dergone such a change. This is done by determining the documents in the original instance 
and the new instance. In vector parlance, we have to check for all those vectors which exist 
both in the original and in the new matrices. Here we note that we are currently not con-
cerned about the components of the vectors but the URLs corresponding to them. In other 
words, given a vector r in M, for it to be a candidate for type 1 change, there should exist 
another vector r′ in M′ and the URL of the documents represented by both vectors should 
be the same. 

→ → 

→ → 

→ → 

→ 

→ 
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 Now using the NN approach we consider the similarity between the two vectors. 

1 2.
cos .

| || |

r r

r r
θ

′
=

′
 

The measure cos θ gives the degree of similarity between the two vectors (and their corre-
sponding documents). If the value of θ is small, then the change between the two docu-
ments or rather the two instances of the documents is also small and vice versa. It should be 
noted that this change reflects the change in the information content as the value θ is based 
on the concepts of relevance ranking, NN, etc. as mentioned earlier. Now if we rank the 
documents in the descending order of θ, we get the changes occurring in the website in the 
descending order of relevance. 

 In the output, along with the listing of the URLs where the changes have occurred, the 
keywords added/deleted are also mentioned. This is easily done as the data index contains 
all the keywords of both the earlier and new versions of the document.  
 
7.2. Type 2 and 3 changes 

The approach for monitoring type 2 and type 3 changes is similar. Firstly to determine such 
documents, we have to use an approach similar to the one used for type 1 changes. To de-
termine the documents undergoing type 2 change, we have to get all the vectors which oc-
cur in M′ but the vectors having the corresponding documents with the same URL do not 
occur in M. Similarly, for documents undergoing type 3 changes, we have to get all the vec-
tors which occur in M but the vectors having the corresponding documents with the same 
URL do not occur in M′. To rank these documents, we simply consider the magnitude of the 
vectors corresponding to the documents. As the components of the vector are in fact of rele-
vance to the corresponding document with respect to that keyword, empirically, the magni-
tude of the vector gives the total relevant information content of that document. Hence we 
list the documents in the descending order of the magnitude of their vectors. A document 
corresponding to a large magnitude value will symbolize a large information change and 
vice versa. 
 
8. Learning from user’s behavior 

Till now, it was assumed that the changes in the website will be displayed and ranked ac-
cording to relevance. This output was presented to the user who was allowed to view a 
change. Now we consider by learning from the user’s behavior the system can accordingly 
improve the relevance of the output. 

 To improve the output, we use the concept of supervised learning. Supervised learning is 
a machine-learning technique for creating a function from training data. The training data 
consists of pairs of input objects, and desired outputs. The task of the supervised learner is 
to predict the value of the function for any valid input object after having seen a number of 
training examples (i.e. pairs of input and target output). In this case, input object is the en-
try selected from the listing by the user. From the selected entry we can assume that the 
user is interested in this ‘change’. Therefore, the desired output is again a listing of changes 

→ → 

→ → 
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in which the ranking of that particular change is improved relatively. Here it should be 
noted that we are interested in the changes but not the documents in which the changes have 
occurred. If the same changes occur in another document, it would be ranked relatively 
higher the next time. Again, we consider changes in the document as the changes in the 
keywords of that document. For improving the relative ranking of that change, we introduce 
the concept of user feedback weight. If the user is interested in that change, we give some 
incentive to the keywords due to which that change has occurred. 

 The keywords present in the change between the two documents (which are selected by 
the user) should get some incentive weight as the user was interested in them. This incen-
tive weight is proportionally distributed among the present keywords. A keyword present in 
the change will have a share in the incentive as the ratio of component of the vector in that 
keyword dimension to the magnitude of the sum of the component vectors in the direction 
of their respective keywords which are responsible for the change. This is the positive user 
feedback weight WF+. 

 Let KP be the set of keywords changed in the selected document. For each keyword k oc-
curring in the selected document, we calculate: 

2

.

.( )

F

i

i Pk K

r k
W

r k

→

→

+

∀ ∈

=

∑
 

where r→  is the corresponding document vector, and k, the unit vector in the direction corre-
sponding to the keyword k. 
 Similarly, if the user selects the nth entry, the system mistakenly anticipates that the user 
would have been interested in the first (n – 1) changes. To correct this, some disincentive 
weight is given to all the keywords present in each entry ranked higher than the chosen en-
try but do not occur in the selected change. The last condition is necessary as a selected 
keyword will be given a negative feedback multiple times despite it occurring in the 
change, thereby reducing its effective weight. This negative feedback weight WF– is calcu-
lated similar to WF+, only that it is negative in magnitude. 

 Let KP be as defined above and KQ be the set of keywords changed in the given docu-
ment. For each document ranked above the selected document and for each keyword k in 
that document, we calculate: 

2

      0                             if 

.
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where r→  is the corresponding document vector, and k, the unit vector in the direction corre-
sponding to the keyword k. 

l 

l
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l
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 The user-feedback weight is then used for calculating the total weight of the keyword as 
mentioned earlier (see Section 4). 
 
9. Case study 

To provide an experimental verification of the above-mentioned theory, we now consider a 
sample website and monitor its changes using WebMon. A three-document website pre-
sented here is a scaled-down example of a typical financial information website which can 
be considered as an ideal application of WebMon. The user-defined weights of the key-
words are shown in Table I. We assume the values for the weight coefficients aR, aU and aF 
as 0.25, 0.6, and 0.85, respectively. Here only the textual content is shown here for clarity 
of illustration. 

D1 = “An entity whose income exceeds its expenditure can lend or invest the excess in-
come. On the other hand, an entity whose income is less than its expenditure can raise capi-
tal by borrowing or selling equity claims, decreasing its expenses, or increasing its income. 

D2 = “Individual businesses are established in order to perform economic activities. With 
some exceptions (such as cooperatives, non-profit organizations and generally, institutions 
of government), businesses exist to produce profit. In other words, the owners and opera-
tors of a business have as one of their main objectives the receipt or generation of a finan-
cial returns in exchange for expending time, effort and capital.” 

D3 = “Today commerce involves a complex system of companies that try to maximize their 
profit by offering products and services to the market, at the lowest production cost. There 
is a system of world wide or foreign commerce, which some argue has gone too far.” 
 
9.1. Vector space model 

After these documents are crawled and indexed, the vector space model is created. The vec-
tor space for the document D1 is as shown in Table II. 

 The vector spaces for other tables are similarly obtained. After a certain period of time, 
we again retrieve the above documents along with the modifications in them. 
 
D1’ = “An entity whose income exceeds its expenditure can lend or invest the excess in-
come. On the other hand, an entity whose income is less than its expenditure can raise capi-
tal by borrowing or selling equity claims, decreasing its expenses, or increasing its income. 
The lender can find a borrower, a financial intermediary, such as a bank or buy notes or 
bonds in the bond market.” 
 
D2’ = “Individual businesses are established in order to perform economic activities. With 
some exceptions (such as cooperatives, non-profit organizations and generally, institutions of 
government), businesses exist to produce profit.” 
 
D3’ = “Today commerce involves a complex system of companies that try to maximize their 
profit by offering products and services to the market, which consists both of individuals 
and other companies, at the lowest production cost.” 
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Table II 
Vector space model 

Keyword F(d, k) Keyword F(d, k) 
 

Borrowing 0.003545753 Hand 0.003545753 
Capital 0.001969863 Income 0.164019635 
Claims 0.003545753 Increasing 0.003545753 
Decreasing 0.003545753 Invest 0.003545753 
Entity 0.006952421 Lend 0.003545753 
Equity 0.003545753 Less 0.003545753 
Exceeds 0.003545753 Other 0.001772877 
Excess 0.003545753 Raise 0.003545753 
Expenditure 0.006952421 Selling 0.008864383 
Expenses 0.003545753 

 

9.3. Relevance ranking 

We then use WebMon to determine the changes between the two website instances to get 
the following relevance ranking, which is in the decreasing order of cos θ. 
 
9.4. Learning 

Now in this relevance ranking, if the user selects the entry D3, then the positive feedback 
weights are added for the keywords as mentioned in Table IV. 

 For instance, in D3, there is a change due to keywords ‘individuals’, ‘consists’, etc. 
Hence, these keywords have been assigned higher feedback weights. In the next monitor-
ing, these weights will be considered for the calculation of the relevance metrics. Similarly, 
the negative feedback weights are calculated for the keywords of D1. 
 
10. Conclusion and future prospects of web monitoring 

In this paper, we have demonstrated an approach for monitoring the changes of a website 
and ranking them according to the user interests. As far as web monitoring is concerned, the 
immediate goals are to improve the system efficiency and scalability. Another area which 
requires some research is to develop algorithms to decide which old documents should be 
re-crawled. That is based on the pattern of changes occurring in the website, the system 
should be able to predict beforehand the likelihood of the change occurring in the document.  

 Semantic web monitoring is another monitoring paradigm in which instead of taking key-
words as input from the user, we take ontology. The ontology could be any structure which 

Table I 
User-defined weights 

Keyword WU 
 

Profit 0.4 
Bank 0.3 
Business 0.2 
Market 0.1 

Table III 
Relevance rankings in ascending order of cos θ 

Document Document Cos θ 
 

D1 D1′ 0.539248207 
D3 D3′ 0.597266731 
D2 D2′ 0.75769057 

Table IV 
Feedback weights 

Keyword WF+
 Keyword WF+ 

 

Commerce 0.003367231 Offering 0.003367231 
Companies 0.006584757 Other 0.001683616 
Complex 0.003367231 Production 0.003367231 
Consists 0.010101693 Products 0.003367231 
Cost 0.003367231 Profits 0.003367231 
Individuals 0.010101693 Services 0.003367231 
Involves 0.003367231 System 0.003367231 
Lowest 0.003367231 Today 0.003367231 
Market 0.012753387 Try 0.003367231 
Maximize 0.003367231 Which 0.003367231 
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represents the organization of the information represented in the website. Even if the 
changes do not occur directly in the classes in which the user is interested but their related 
classes, the changes will still be shown. 
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