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ABSTRACT

Discovering a structure among a sel of items of information (or subjects) is of
primary importance in every branch of science. This survey article outlines the
principles and practice of numerical iaxonomy, the science of grouping of items of
information on the basis of their attributes. The role of digital computer in estab-
lishing the resemblance or similarity among the items from a quantitative description
of their attributes, as well as identifying typical members is described. Important
application areas are mentioned and a relevant bibliography is provided.
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INTRODUCTION

One of the most primitive and common activities of man consists
of sorting (like) things into categories or trying to discover a structure among
the items of information presented to him. The persons, objects, events
or other items of information encountered over a small period of time
are too numerous for mental processing zs unique entities. Therefore
each stimulus is described primarily in terms of category membership.
Ideally ome strives to find the minimum number of choices that would
identify the given item unambiguously and uniquely. Accordingly, in any
situation one tries atmost to enumerate a set of possible characteristics of
objects or items of which any adequate subselection constitute the spci-
fied object. In practice, however, some of these characteristics may only
partially participate and accordingly while trying to assign the category
membership the following three situations arise:

1. The category membership is very well defined by a set of attri-
butes.

*Talk delivered at the Bandipur meeting on ¢ Mathematicel §Models in Genetics and Ecology *

held between June 17 and 21, 1975 by Ceatre for Theoretical Studies, Indian Institute of Science,
Bangalore. -
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2. The category structure is not well known, it varies from nearly
complete description of categories to knowing merely the number of
categories.

3. Lutle or nothing is known about the category structure. Al
that is available is a collection of observations whose category membet-
ships are unknown.

When the category membership is well-defined, we call the process of
allocation or assignment of additiomal unidentified objects to the correct
class, as identification (some people call this as classification; this is not
a correct usage).

When the category structure is not too well-known the problem is
one of discrimination.

When the category structure is completely unknown the operational
objective is to discover a category structure which fits the observation.
The problem is then to find the °natural groups’ in such a way that the
degree of ‘mnatural association ’ is high among the members of the same
group and low among members of different groups. Most of the problems
we face in genstics, ecology, agriculture, biology and other sciences belong
to situation 3. (We call this as classification into groups.) (Of course
complications arise even in the case of situations 1 and 2 due to imperfect
class definitions, overlapping categories and random variations in obser-
vations). The essence of Cluster analysis, Factor analysis, Principal compo-
nent analysis and other topics of Multlivariate statistical analysis is to
assign meanings to natural groups and natural association. In our dis-
cussion we will only be concerned with situation 3.

In numerical taxonomy each item of information is called a taxonmic
unit and the categories as taxa. Numerical taxonomyt is the science of
grouping of taxonomic units on the basis of their attributes. These methods
require the conversion of information about taxonomic entities into numerical
quantities and the application of numerical/statistical computational tech-
niques for grouping them.

In practice, the analysis is carried out in the following sequence :

Step 1.—Organisms and characters (called data units) are chosen
and recorded.

t This term was coined by biologists. In information retrieval, it is called °climping’.
In geography it is called ¢ regionalization *. Anthropologists call it ° seriation’. Botanists/
Ecologists call it as °typology’. However, in all cases, the methodology remains essentially
the same.
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Step 2.—The resemblances between every pair of organisms are
evaluated by using appropriately defined similarity (by using angular
measures) or dissimilarity (by using distance measures) coefficients.

Step 3.— Natural groups’ based on these resemblances are formed
by wing clustering algorithms.
All these three steps demand enormous attention and with each step is
associated a number of problems.

1. Choice of Data Units
While choosing the data units two different situations arise:

1. The sample is the complete objeci of analysis. The purpose is to
discover a classification scheme for the given set of data units. It is not
intended that the results should be applied to any additional data units
outside the sample. In such a case the principal consideration is to
make sure that no important data units are omitted.

2. The sample is a portion of a much larger population which is the
true object of interest. We can then apply the principles of radom * and
independent selection.

The data units must now be consistently described in terms of their
characteristics, attributes, class membership, etc. Collectively these
descriptors are the variables of the problem.

These characteristics ** may be morphological, physiological, ethnologica
distributional, etc. One should guard against introducing bias mto the
chowce of characteristics. For instance

1. Meaningless characters should be eliminated; which are not
really attributes, e.g., the number of leaves in a tree.

* Randonuzation means all data units are equally likely as far as selection of a sample is
concerned (unbiassed). Under randorr selection any groups that exist in the data will tend to
be represented m the sample in proportion to their relative size in population. The size of the
sample must be chosen so that small or rare groups are not lost. Independerce means the
choice of each data unit is not influenced by the choice of any other. But if selection of some
data units promotes the candidacy of others, the effect should be exploited for the evidence of
association ratber than neutralized 1 deference to independence.

*#+ Usually the number of characteristics that are chosen are around 60 so as to be easily
handled by a computer.



Similarity and Typicality of Taxa 361

2. Logically correlated characters should be eliminated. Any
redundant property that is a logical consequence should be avoided,

3. Partially logically correlated characters should be carcfully tackled
(sec next section).

4. Invariant characteristics are to be eliminated.

5. Empirically correlaied characters should be eliminated.

II. Description of Obects, Description Space and Representation of Data

Thus we conceptually visualize every object by making representation
or symbolism (e.g., the name is a symbol). By a representation it is meant
any structure whether abstract or concrete of which the features purport
to symbolize or correspond in some sense with the given set of objects.

Using these we try to study the resemblance or distinguish the objects.
An object can then have associated with it a descripiive statement which
locates it as a point in the n-dimensional.description space 2. All the
dimensions that we can distinguish present in £ and discriminations along
any one dimension are assumed to be as fine as can be made. Normally
these discriminations along any one dimension are called scores. While
forming these scores we usually use different scales of measurement.

1. A nominal scale merely distinguishes between objects or classes.
That is, with respect to A and B one can only say
XA = Xp or Xa7= XB
e.g., 4 =crow, B =coal, C = Rose
x = Black (Property)
Xp ==Xg; XA X
2. An ordinal scale induces an ordering of the objects. In additiont

to distinguishing between x, =xp and x,7 xp the case of inequality is
further refined to distinghish

Xa > Xp or X4 < Xg
namely the comparative degree.
e.g., Coal is darker than crow.

3. An interval scale assigns a meaningul measure of the difference
between the two objects.

LLSc—3
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One may say not only Xs >xp but also (x4 — xz) units of difféerence.
e.g., density or grey levels. '
4. A ratio scale is an interval scale with a meaninful zero point.

If x, > xp then one may say that A is X,/xs times superior to B.
e.g., Specific gravity.

These scale definitions are ordered hierarchically from nominal up to
ratio scale. Each scale embodies all the properties of all the scales below
in ordering. Therefore, by giving up information one may reduce a scale
to any lower order scale. Frequently variables on nominal and ordinal
scales are referred to as (categorical) qualitative variables often with
ambiguity as to whether any order relation exists. For contrast, variables
on interval or ratio scales are referred to as quantitative variables.

The n quantitative characteristics or attributes of ¢ specimens are
tabulated as an # X ¢ data matrix (called score matrix) thus*

Characters) Operational Taxonomic Unit (OTU)
Attributes Specimens
1 2 -« ..t
1
2
: Score X,
n

Here the ¢ columns represent the ¢ individuals to be grouped on the
basis of resemblances and whose » rows are the # unit characters. Fach
Xi; (0 or 1 or multivalyed) is the score of the individual j for character i

The standard score (zero mean and unit variance) Zj; is defined thus

X=X 5 _ ¢ -
Zij =_u§i_X¢ ; Xi = X X/t = univariate mean of ith character
1=1

* By the use of principal components method (and extra computation) it is possible to
construct a se. of fewer than n composite variables which are linear combinations of the original
variables and which account for the variance of the original data. But another way, the axes
representing the otiginal variables may be rotated mdividually to be orthogonal with each other
and in the process it may be found that fewer than » orthogonal axes will span the space. The
priacipal components method helps to define such an orthogonal set with maximum variance
properties. (See Bibliography). To find the principal components we have to find the eigen-
values and eigenvectors of the sample variance-Covariance matrix.
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and

T
Z (X — Xy*
8i =AJ *=*—r—— =univariate standard deviation.

III. Resemblance or similavity between OTU and typicality

Estimation of resemblancet or similarity is the most important and
fundamental step in numerical taxonomy.

For visualizing the idea of degree of similarity consider the illustration
in Fig. 1. Imagine the smaller form inflated by an internal pressure

o
\J

Fig. 1

(growth, in effect) so that the difference in volume between the two forms
is reduced. The growth pattern may be of any kind, and the two forms
become identical when the set of marked points coincide.

Formally, for describing this, we can set up an m-dimensional set of
Cartesian coordinates in which the axes are the directions of displacement
of the marked points. Each of the two forms can then be located within
the framework of reference by noting the amount of the displacementt of
each marked point along its axis of variation. In order to measure their

The association of pairs of characters (rows) can be examined over all OTU (columns).
This is called R-technique. The converse, namely, the association of pairs of OTU% (columns)
over all characters (rows) is called the Q-technique. Main emphasis in numerical taxonomy is
the Q-technique. The main mathematical steps are formally the same and an R-study can be
made by transposing the data matrix so that the characters (rows) become the individuals
comparable to the former OTU’s and the actual OTU’s or taxa (columns) become the attributes
over which the association is computed.
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similarity one can use the Euclidean distance between the two forms by using
the n-dimensional Pythagoras equation

n

2= XfLXJ

kS

This distance (measured in this Buclidean space) will be meaningul only
if the movement of any one of the marked point is independent of the move-
ment of other points there being no correlation between the measured
characters. In general, substantial correlations exist and this bias our
measure of distance.

To climinate the effect of correlated characters, we set the angles
between the axes of our chart so that the cosine of the angle between any
two axes equals the coefficient of correlation between the characters whose
displacement they represent. To act in this way would be very cumbersome.
Therefore, we use a method by which the distances can be computed whilst
taking into account the correlations between characters. This method
consists in inserting into the calculation a melric tensor (the fundamental
tensor descriptive of a space) in which the correlations between the charac-
ters are removed by distorting the space to a calculated extent. We now
have

D=3 X, X;

where D? is the generalized distance: between the two forms, adjusted for
any correlation that may exist between the measured characters and gy
is the metric tensor which represents the inverse of the dispersion matrix
(covariance or variance-covariance matrix). X; X; is the vector of differ-
rences between the characters on smaller form and those on the larger one.

If g =1, g¥ =0 (/% f), then we go io the Pythagorean equation.
In fact g” describes the extent to which the Riemannian hyperspace has to
be distorted to accommodate the interrelationship existing between the
characters when measured in Fuclidean space.

The generalized distance has the character of a geodesic, the line of
shor.test pathA between the two forms in a curved space; it reduces to a
straight line im Buclidean space.

. *,‘ Mahalanobis islthe originator of this very important and fundamental concept; hence
this fllstance measure is known as Mahalanobis distance. This is widely used after the advent
of high_speed computers.
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Most of the measures for resemblance are either based on distance or
angular measures. The distance measure s, in particular, satisfy the metric
properties.*

The following list gives some of the important distance, measures used.
(Note that all arc Q-techniques)

Euclidean :  Ajk z[él (X3 — Xik)g}%

. . . K 5 17t
Minkowski : dy (j, k) =[2 [ Xij — Xir | r]
i=1
Manhattan or city block metric:
(k) =[ £ | X — Xuc| ]
i=1
. R » | Xi5 — Xig |
Canberra metric : d, kY =07 [ Xij — Xike
can (J; &) 1-2;1 Xy + Xk
Mahalanobis metrict D%y = 8% S2 8k
where S-! is the inverse of variance-covariance matrix and 8 = vector
difference between means of samples j and & for all characters.

Among the angular measures, the Pearson poduct-moment corre-
lation coefficient is the one most widely used. This coefficient computed
between OTU 7 and k is

2 (X ~ Xp) (e — Xo)

rik =% s o
N £ @ — 3 & Gt T
i=1 =1

* $ab=0; d@a=0
$la, b) = & (b, @) (symmetry)
(@< d(ab) + & (b, ¢) (triangle inequality)
If, however, ¢ (a, < max. [¢ (4, &), ¢ (b, )], we call it ultrametric.

t S:LXXT:ZI[Z”: (Xu"l\—/;)(xua“ wk)]:{sik}
n i =
where

a
x={x,- X} X;= :7 Z X,, =mean of all state values of OTUJ
=1

The S-matrix is sums of square and cross products of deviation scores matrix divided by
the number of objects, It is also called the dispersion matrix.
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where

X;; =character state value of character i in OTUj

X; =% z”‘l Xy =mean of all state values for OTUj

n =number of characters sampled.

Other measures for agreement are by the use of association coefficients ;
usually these are computed in practical problems with two state characters.

When character states are compared over pairs of columns in a con-
ventional data matrix the outcome can be summarized in a conventional
2 x 2 frequency table such as

oTUj
1 0
1 a-+b
OoTUk | ]
olec |d c+d

at+c b+d a+b+c+d=n

In the left upper hand corner, we place the number of characters coded 1
in both OTU, while in the right hand lower corner, we write the number
of characters coded O in both. The other quadrants register the number
of characters in which the two OTU’s disagree being coded 1 for j and 0
for k (or converse)

n =sum of frequencies

m =a + d (number of matches)

u =b + ¢ (number of mismatches)

m-+u=n

Then the following coefficients can be defined:

1. Jaccard coefficient : o/t w) =af(a + b+ ¢)
2. Simple matching : mfm + w)

3. Yule coefficient 1 (ad — bo)/(ad + bc).

V. Taxonomic Structure (typicality and cluster)

Once the resemblance between any pair of taxonomic units is established
we can form a ¢ X 7 matrix R with clements Sy denoting the similarity
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coefficient. Since symmetric distance measures are usually used the
matrix R is symmetric with 5 = 1.

oTU
12 -+ ¢
1 Fiz rii
oTU ’
t |y Fit

The taxonomic structure is now to be detected using this matrix. For
this we need to group or luster OTU hich have a high degree of associa-
tion thereby partitioning the given set of ¢ elements.

While clustering some important problems arise:
1. What is a cluster centre? How to define this?

It can be viewed in two different ways, viz., as a point representing an
actual organism or as a point representing hypothetical organism such
as the average man who has 0-8 wife and 2-3 children).

The average organism or centroid X is given by the point in the des-
cription space whose coordinates are the mean values of each character over
the given cluster of OTU’s. It is also the centre of gravity of the cluster.

For (0, 1) data } another construct commonly used in microbiology is
the hypothetical median organism. It is that organism which possesses
the commonest state for each character (called typical).

The most usual measure of an actual OTU is the centrotype. It is the

OTU with the highest mean resemblance to all other OTU’s of the cluster.
It is the OTU nearest to the centroid (in Euclidean distance models; not

necessarily in other models).

} For example, if the data matrix is &
g oTU

We say OTU 4 is the typical’ one. 5
§ 1234567
1 00901111
2 g 001111
3 1111000
4 1111000
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Clustering and Classification

Tdeally what we desire is to classify the objects and to take typical
objects as representatives of the whole body of the objects. This helps to
encode the original information as efficiently as possible. For example,
when thinking of the human population, we may divide it into nations and
bear only typical representatives of them in our mind.

Rank Correlations and Clustering

The formation of resemblance matrix considering % 7(r —1) pairs
of individuals over the n-variables is a large computational problem
(psychologists call this as Q-techngiue). In addition, the different vari-
ables may be measured in different units and correlations of a pair
of individuals over m-values of non-comparable units, do pot, in general
make sense. This difficulty is not overcome even by standardizing (Reducing
to zero mean and unit variance), For this purpose it is betler to use rank
correlation procedures.

Here corresponding to each property the objects are ranked. The
variance of a set of f-ranks in 1—12 (12 — 1); when ties are present this result

needs modification, viz.,
1
Var (X) = 57 [(° — ) — (a® —a)]

where summation extends over all ties of extent «.
For each pair j, k, we calculate
— o & — X
S = E, Var X;
where X and Xy are the values of the ranks for each 7, for the pair in
question. Note S is also a kind of distance. Given all these distances
the clustering is done as follows:

Pick the pair which are closest. Then add that member which in-
creases their average distance the least; then add a fourth member which
increases the mean distance the least; and so on until a point is reached
at which the addition of a new member adds foo much to the mean distance.
The amount which is te be considered °foo much’ is an arbitrary figure
If this procedure does not exhaust the set, proceed to the nearest unused
pairs and repeat the procedure,
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Hierarchical Clustering

There arc several other procedures in which this measure of nearness
is defined suitably. These can be roughly classified under two types.

Type 1.—Methods which start with an assumed number r of clusters
and modify the value of r as the clusiering algorith proceeds.

Type 2.—Methods which try to find out a fixed number r of clusters
iteratively.

The former class is known as hierarchical and is divided into :

(1 Agglomerative hicrarchical clustering where r decreases as the
procedure continues.

(ii) Divisive hierarchical clustering where rincreases as the procedure
continues.

Usually type 2 methods are more widely used. For this purpose
some criterion function is 1o be minimized.

Criterion Function

Suppose we have a set x of # samples x, --- x¢ and it is desired to find
the disjoint clusters X - .. X, in such a way as to minimize a criterion func-
tion. Let X% have my samples so that

v
t == my

Fome,

(i) Mean value of kth cluster

af =
M pexy,

(i) Dispersion matrix of kth cluster

Sie =

1 ; T
e Mé'k (x — ug) (x —pi) 1

(iii) Mean vector of (he entire data

M:”l' 2 x

1 gexy,
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(iv) Scatter matrix for X
Sz =—1 Za-—mE—w
(v) Within cluster scatter matrix

Sw =’§—Z" my; Sk

k=1

(vi) Between cluster scatter matrix
1 T
Sp =2 mic (pe — 1) (ke — )"
k=T

St, Sy and Sy obey the identity
St =8w+ Ss

(vii) Minimum variance criterion with Euclidean distance measure
r
D=X X | X—u|?
k=1 eeXz

This is a measure of the deviation of the sample in cluster Xj from its
centre px. D attains minimum when py is the centre of Xk. This criterion
is most suited to data sets with widely separated, compact, ellipsoidal
clusters.

For multivariate normal distribution, it is preferable to use the Maha-
lanobis distance measure with a covariance matrix corresponding to within
cluster variance, viz.,

d (%,y) =G —)"S¢ (x — )

where Sw =within cluster scattering matrix.

In such a case, each cluster determines its own metric, viz., the Mahalanobis
distance for the cluster. However, in using this distance we pay a higher
cost for computation. Using this concept, a procedure known as k-means
method hasebeen developed.

k-means procedure

The k-means procedure consists of simply starting with k-groups each
of which consists of a single random point and thereafter adding each new
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point to the group whose mean, the new point is nearest. After a point is
added to a group the mean of that group is adjusted in order to take
account of the new point. Thus at each stage the k-means are in fact the
means of the groups they represent,

There is another important algorithmn due to Ward for hierarchical
clustering.

Step 1.—Here we begin with ¢ groups (f =number of individuals)
each consisting of one observation, At this stage D =0.

Srep 2.—At each stage reduce the number of groups by one through
merger of those groups whose combination gives the least possible increase
in D,

Step 3.—Continue for a total of (# — 1) merges until there is one
group.

This technique tends to give minimum D partitions for each number
of groups from ¢ to 1.

Graph theory also plays a very important role in developing algorithms
for clustering (see bibliography).

V. Concluding Rewmarks

Numerical taxonomy has wide applications in various fields ranging
from biology to earth sciences, The development of high speed computers
with large memory has made it possible to realize many of the algorithms
for finding the similarity and typicality of taxa with ease. The following
are some of the typical application areas in the context of our country’s
needs :

1. Drug design based on chemo taxonomy; classification of medicinal
plants in terms of their chemism.

2. Microbiology

3. Protein taxonomy—Phylogenetic tree construction.

4. Nosology-—Classification of diseases from Symptoms.

5. Forensic Science—Physiognomy—Human face recognition.
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Calendar of events: Conferences/Symposia at the Indian Institute of
Science Campus

§l, Name of the School Period Sponsoring Department
No. of the Institute

]. Material Science Sympoisum on ‘Phase  October 1975 B.A.R.C,, Bombay
Tramsformations and Phase Equilibria®

2. Intensive Course on Fluid Engineering 20 October to School of Automation
2 November 1975

3, Lecture Course on Cavitation November to Chemical Engineering
December 1975

4. Crystal Chemistry for College Teachers  December 1975 Inorganic and Physical
Chemistry

On the basis of the information received by the Editorial Office on 15th October 1975,
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our product list is long,
our eredentials strong...

And ouwr market: world-wide

Recently we have receved g sizeable orde: fer Tate systems from
the renowned firm CONTRAVES of Swizerland They are one of the
foremast manufacturers of radars themseives |

Than why place the order on us?

cosdeast ensmitters and studio aquipmen, UHF racio nm
systems, radar systems for surverllance. wsapon control
meteoraiogy, comphnents hke transistors, Inwegrated  Grrourts,
feceiving and vansmitting twbes, X-ray and TV picture whes occupy
the present production spectrum

For twa very practical reasons They know that ws have
production capabsiny and techmical expertise to deliver the goods
—~on schedule and custom-budlt ta thete designs 3nd specifications
Secandly the costs would be quite tiractve.

Reasons sound encugh for any business organisation

1 ts ot by accitent that our exports touched As 1 9 crores duri
1973-74 Some of the orders came from countnies highly adv

1 the field of electiomes suchas UK, West Germeny, USA.
LCanada, Austialia, Japan, Hong Kong and Singapore

You o0 could profitably utilise our capacity and technical skitis
Spell out the suipment or system and we wiil make it for you

Ouwr Bangalore Complex, comprising six manufacturing Divisions,
occypies a land area of 7ﬂpnhmgm and emplnysmmia.ﬂﬂll
workers Our Ghaziabad Umt aear New Dalti 15 iaid out over 2
erea of more than 84 hectares wnd employs 1200 people

Each Dwision 15 equipped with modem machinery and facilsties.
The sophuistication and comploxity of the machinesy sre maiched
by the skitls and dextarty of our workers.

PRODUCT RANGE - A whole range of communtcstion enmipment
from w high pnwarg vudio and video

AND PROCESS AHD CONTAOL :
Up 1o date techmgues are employed usm% the |atest machinery
inspection equrpment and the besi availshle matenals A high
level of standardisanon has been achieved 1n all the sctviues
nght from the componem choics to final assembly
RELIABILITY. We sre fully equipped to design, groduce and
10SpOct pquipment o riged intemauonal standards hie DEF, BSS,
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1200 km pipolioe for the indian Ol Cosporation and Microwave
Comesnication system for the Tamilnagy police

Yow enquuies Wil be prucessed by our team of dedicated
enginesrs whe will ehédevetr 10 give you satisiaction ja evary wey.
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