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Role of anions in modulating the structure, reactivity and bonding of Cu(I)—dppm 
(bis(diphenylphosphino)methane) complexes — An experimental and theoretical study by 
Jitendra K. Bera 
Research supervisor: Prof. A. G. Samuelson 
Department: Inorganic and Physical Chemistry 

1. Introduction 

The use of diphosphines as ligands for transition metals continues to be a field of intense inter- 
est in both fundamental and applied chemistry. The ligand bis(diphenylphosphino)methane 
(dppm) is particularly well studied because of its ability to act as a bridging ligand between 
transition metals.' Cu(I) forms several di- and polynuclear complexes with dppm. The struc- 
ture, nuclearity, bonding and reactivity of these complexes in the presence of different anions 
such as oxyanions, halides, etc. have been examined in this study. 

2. Oxyanion encapsulated Cu(I)-dppm complexes 

A Cu(I)-dppm dimeric complex ICu2(dppm)2(dmcn)3] (BF4)2 (1) has been synthesized by treat- 
ing the [Cu(CH3CN)4]3F4 with dppm and excess dmcn (dmcn = dimethyl cyanamide). The 
dimeric structure of 1 with closely spaced copper centres, flanked by the phenyl rings of dppm 
ligands creates a cavity that is occupied by neutral dmcn in this complex. Several Cu(I)-dppm 
complexes containing different oxyanions have been prepared by treating 1 with the respective 
oxyanion salt. Independent synthesis of these complexes has also been accomplished by start- 

ing with the corresponding copper(II) salts. Cu(I)-dppm complexes encapsulating the C10 4" , 

Na3 , PhC0-2 , S024" and WO :e have been synthesized. The crystal and molecular structures 

of the complexes 1, 2, 4 and 7 have been established by single-crystal X-ray crystallography. 

The molecular structure of complex 2 unambiguously confirms the encapsulation of C10 1  

inside the Cu2(dppm)2 core. The structure of the dimeric unit of 2 is similar to complex 1 ex- 

cept for the fact that the bridging dmcn ligand is replaced by the C10 4  anion. 2  
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The composition of complexes 3 and 4 bring out some interesting features regarding the in- 

teraction of dmcn and NO; with the Cu2(dppm)2 system: the labile nature of both NO; and 

dmcn, which allows formation of either 3 or 4 depending on the ratio of the reagents used. 

The coordination of benzoate and sulphate anion to copper has been established by IR spec- 
troscopy of complexes 5 and 6, respectively. Treatment of Na 2W04  with 1 leads to the forma- 
tion of a trimeric complex 7. The most interesting observation in this structure is that the 

W02,-  is located inside the cavity formed by the phenyl rings of the dppm ligand. 

 

00 

0 ...... 

. 
„s t 

o 
az. 

ph_ 	tp...- Ph 
ph ...-04)■„.......n "'Ph 

M.., 1 	Ire-Ph don 
Pire-P■../. ---th 2THF 

5 Ph' m KUSH*  6a 

ITI rn 

7 

The short Cu-0 distances found in these complexes clearly indicate that the encapsulation 
of oxyanion is primarily due to coordination to copper. Significantly, the noncovalent C-1-1---0 
interactions between the oxygen atoms of the oxyanion and the methylene and phenyl protons 
of the dppm ligands also play an important role in anchoring the guest inside the cavity. Sev- 
eral short CH-0 distances are noted in the crystal structure of these complexes emphasizing 
the role of noncovalent interactions in the encapsulation. 

The inclusion of the oxyanion inside the Cu2(dppm) 2  core can be sensed by several spectro- 
scopic techniques such as IR and I I-1 and 3! P( I H) NMR spectra. The 31 P chemical shift values 
of complexes 2, 3 and 5 indicate the relative order of the strength of interactions of oxyanions 

with Cu(I) in solution as C10 -4  < NO; < PhC0-2  in complete accordance with the trend in the 

solid state based on Cu-0 distances. The association constants are 249 mol l  dm3  for C10-4  and 

154 morl  dm3  for NOI. It is interesting to note that though NO; causes a larger shift, CIO -  

forms a thermodynamically more stable complex compared to the planar NO -3 . The greater 

number of oxygen atoms allows many more C-H•.•0 interactions and the tetrahedral disposi- 
tion of the oxygen atoms make a better fit of the anion in the cavity. 

3. Anion-controlled nuclearity and Cu...Cu distances in Cu(1)-dppm complexes 

Addition of X (X is Cl - , Br and I-) to 1 or Cu2(dppm)2(CH3CN)4(004)2 immediately leads to 
the formation of dicapped trimeric Cu 3(dppm)3  complexes 8, 9 and 10, respectively. The mo- 
lecular structure and the nuclearity of complexes 9 and 10 have been established by X-ray dif- 
fraction study. In all these trinuclear complexes, the three copper atoms form a triangle with a 
dppm ligand bridging each edge to form a Cu3P6 core. The dicapping halide ions are bonded to 
the three copper atoms in a p 3  fashion from opposite sides of the triangle. A similar dicapped 
trinuclear complex [Cu3(dppm)3(123-SC6H4-0-13)2] (C104) (12) has also been synthesized. 
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soempr—ph X = CI, Y = C104  (8) 
X = Br, Y = C104. 2T1-JF (9) 
X = 1, Y = I. 2CH2C1 2 . C1-1 3011 (10) 
X = SC6 H4CH3  Y C104  (12) 

Ph Ptr 
	Ph 

The conversion from trimeric Cu3(dppin) 3  to dimeric Cu2(dppm) 2  species has also been at- 
tempted in this study. Treatment of 1 with warm methanol gives a monocapped hydroxo com- 
plex [Cu3(dppm)3(p3-011 )11004)2. The trimeric Cu3(dPPm)3(113-01 -J) 2+  on treatment with 
HBF4  and dmcn converts to dimeric 1 at room temperature and is complete in 30 min. The 
conversion is not so facile when the capping ligands are Cr. Prolonged treatment of 
ECu3(dppm)3(p 3-C1)2 ]Cl with excess dmcn and subsequent crystallization gives the complex 
iCu2(dppm)/(dmcn)(C1) 21.2dmcn ( I 1). 3  
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The Cu.. Cu distances in these trimeric complexes are primarily controlled by the bite size 
of the dppm ligand. In a series of complexes containing dppm, the other bridging ligand plays 
an important role in fine-tuning the metal–metal distances. Among the dicapped halide com- 
plexes, the longest distances are observed for the Cl complex and the smallest for the Br com- 
plex, and the I complex has longer distances than the Br complex. The shortest Cu.. .Cu dis- 
tances are observed in the dicapped acetylide complex (Cu 3(dppm)3(C CHN(BF4). In gen- 
eral, the presence of IC donor (Cr) leads to longer distances and a its acceptor (HC) leads to 
shorter Cu.. .Cu distances. 

In order to understand the distance variation in these complexes, an ab initio theoretical 
study has been undertaken on the model Cu 3 X +2  systems (X = CI, Br, HC 2). Detailed natural 
population analyses of these systems suggests that a filled it orbital such as in CI -  increases the 

antibonding nature of the copper core d orbitals and lead to larger Cu.. .Cu distances. In the 

case of capping ligands that are larger such as BC or I - , the filled it orbital repulsion is less due 
to more diffuse nature of their atomic orbitals. The superior overlap of the 4s and 4  orbitals of 
copper with the capping ligand in the Br complex leads to better Cu–Br bonding as well as 
shorter Cu...Cu distances. Capping ligands having e orbitals of suitable symmetry, such as 
acetylide, can reduce the antibonding nature of the filled d-manifold on the copper core and 

shorten the Cu...Cu distances. 

The identification of the nuclearity of Cu(I)-dppm complexes has been attempted on the 

basis of solid-state emission spectra. 
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4. Anion-promoted reaction of [Cu3(dppm)3(.13-0H)liC104)2 with heterocumelenes 

To study the reactivity generated by mismatch of hard donor ligand and soft metal center, the 
reaction of [Cu3(dPPn1)3(-13-0H)liC104)2 with CS2, PhNCS and MeNCS has been carried out. 
Though complex 1 does not undergo any reaction, the lone pair of the oxygen atom in 
lCu3(dppm)3(13-011)liC 1 04)2 attacks the carbon centre of the heterocumelenes and forms in- 
sertion products. In the case of PhNCS and MeNCS, such insertion products have been iso- 
lated. The intermediate formed in the reaction of [Cu3(dppm)3(p3-0H)1(C104)2 with CS2 im- 
mediately converts to Cu(dppms)2C104 (16) (dppms = Ph 2P—CH2--PPh 2  = S). The single-crystal 
X-ray diffraction study of 16 confirms that the dppm ligand has been oxidized to dppms. 

5. Anion-modulated reactivity of Cu(III) species with soft ligands 

Anion-modulated reactivity of Cu(III) centers with the soft ligands CO, C21-1 4  and C2H2 (L) has 
been probed by ab - initio methods. Calculations have been carried out on a number of Cu(III) 
units Cu3+, HCu2+, HOCu2+, FCu2+, OCti+  and NCu. The auxiliary groups, if, 110-  and F (X), 
have been chosen to model the effect of exclusively or predominantly a type interactions with 
the metal. In addition, oxo and nitrido units have been employed to probe the consequences of 
more effective it donation. These groups also exhibit a large variation of charge on the metal 
and hence reveal the significance of electrostatic interactions in modulating various properties. 

Natural bond orbital analyses on these species show that the charge on the copper atom in 
all the HOS species is substantially lower than 3. The ancillary ligand X is computed to carry a 
net positive charge in the dicationic complexes! The d-orbital occupancies of copper in all the 
complexes are considerably greater than 9! 

Computed trends have been explained on the basis of the electronic structures of these 
complexes. In all the formally Cu(III) species, electron deficiency is mainly concentrated in the 
ancillary unit X. The electronic configuration on the Cu is close to d i°  in all the systems. 
Ligand-to-metal a donation is therefore relatively weak resulting in long Cu—X and Cu—C 
bonds. The higher interaction energies result mainly from electrostatic effects in these highly 
charged systems. The magnitude of It back donation is not significant in Cu(III) species with 
the exception of NCuCO. The computed properties of this system are remarkably similar to 
typical Cu(I) complexes. 

Many of the key features of the electronic structures of carbonyl complexes are found to be 
common to C2H4  and C2H2  complexes. However, a subtle difference is noted. In the carbonyl 
complex, most of the deficiency is localized in the ancillary ligand X. In contrast, in the C21-14 
and C2H2 complexes of Cu(III) with X as the ancillary ligand, electrons are removed from the 
organic fragment.4  

6. Preference of Cu(I) for hard and soft ligands 

In order to understand the preference of Cu(I) for different combinations of hard and soft 
ligands, the structure, energetics and electronic structures of Cu(PH 3)„(NH3)4,+(n = I to 4) 
have been analyzed. The results has been compared with isoelectronic Ni(PH 3)(NH3)4,, and 
Zn(PH 3).(NH3)4,2+. The result shows that Ni(0) and MOD stabilize with soft and hard donor 
ligands, respectively, while Cu(I) prefers a combination of both. 
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Kinetic and thermodynamic study of a non-inactivating K 4  current in a gonadotroph cell- 
line by J. K. Tiwari 
Research supervisor: Dr S. K. Sikdar 
Department: Molecular Biophysics 

1. Introduction 

In order to understand the function of biological molecule it is important to know its structure, 
and ion channels are no exception. Ion channels belong to the class of integral membrane pro- 
teins. They allow passage of more than ten million ions per second with remarkable selectivity 
towards the permeant ion. Most sensitive and versatile technique for the study of ion channel is 
electrophysiology. Patch-clamp technique I  can monitor the behaviour of a single ion channel 
in vivo and real time. The first detailed kinetic analysis of ion channel was reported by Hodg- 
kin and Huxley. 2  They showed that the flow of le and Na 4  across the membrane of axon was 
controlled by two separate mechanisms. Of the voltage-gated ion channels, K 4  channels are 
ubiquitous and often more than one type is present in the same ce11. 3  They control action poten- 
tial in neurons and play important role in various physiological processes of endocrine and 
exocrine cells. 4' 5  

off3-1 is a gonadotroph cell line. Its cell membrane contains a variety of ion channels. 
Separation of the le channel subtypes in art3-1 cells reveal the presence of a non-inactivating 
K4  current with unique kinetic properties in the presence of low free intracellular Ca lf  concen- 
trations. This non-inactivating le current activated with simple exponential time course. The 
same kinetic model was tenable at all temperatures and potentials. Temperature and electro- 
physiology were used as biophysical tools to study the mechanism associated with the activa- 
tion of this le channel. The model proposed by Hill and Chen 6  was used for the thermody- 
namic analysis of channel. This report demonstrates that their model is applicable to the le 
channel described here and consistent with the recent understanding of ion-channel structure in 

general. 

2. Material and methods 
Non-inactivating le currents were recorded using EPC-7 patch-clamp amplifier and data were 
collected online into an IBM-compatible AT-286 computer using CED1401 AJD interface. The 

generation of pulse protocols and preliminary analysis was done using WCP software. Electro- 
physiological measurements were performed at 10-35°C with pipette solution containing 
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150 mM KC1, 2 mM MgC1 2. 6H 20, 5 mM HEPES and 1 mM EGTA (pH 7.35), and bath solu- 
tion containing 90 mM KC1, 50 mM choline chloride, 1 mM EGTA, 2 mM MgC12 .6H20, 
2 rnM CoC12.6H 20, 5 mM HEPES, and 10 mM glucose (pH 7.4) (Ail Sigma Chemicals). For 
data analysis, le currents were analyzed with a modified Hodgkin-Huxley (1952) equation: 

1K = a(1-exp(-(1-0.2)/Tar 	 (1) 

where 4 is the potassium current, a amplitude, t time, I-, time constant of activation and x is 
related to the number of independent identical transitions before the channel becomes conduct- 
ing. Final analyses and curve fittings were performed on a CDC4360 computer using programs 
developed in our laboratory. 

3. Results and discussion 

3.1. Non-inactivating K-4- current traces and activation kinetics 

The non-inactivating IC currents were studied by applying depolarizing pulses from +10 to 
+135 mV in steps of 9.7 mV from a holding potential of -10 mV. Activation of the currents 

FIG. I. Activation kinetics of non-inactivating 1C +  current at 15 and 35°C. Representative whole cell currents from 
%/How = —10 ITIV with lit using eqn (1), membrane voltage is indicated next to each trace. Activation time course of IC 
currents at two temperatures were fit with eqn (1) with x = 1 (triangle) and x as free parameter (circles). Current scale is 
shown on left and time scale is common. Fit has been shown with every tenth point plotted. 
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increased rapidly. both with greater depolarization and on increasing the bath temperature (Fig. 
1). A mean leftward shift of about 4 mV per 10°C was observed in V1,2 of activation with no 
obvious change in the slope or gating charge. The IC currents at different potentials and tem- 
peratures were analyzed with eqn (1). tan  and x were floated to obtain the fit of the current 
traces and results were compared with value of x fixed to 1 (see Fig. 1). No significant differ- 
ence was observed between the fits with x = 1 and x as a parameter, thus further analysis was 
done with x = I. The exponential kinetics of the current was observed at all potentials (above 
+55 mV) and temperatures and was consistent with the two state model for channel activation. 

The energy barrier for the transition between the closed and the open state was determined 
by studying the kinetics over a range of temperatures. The activation energies estimated from 
the Arrhenius plot for forward rate (a n) were 46.16 and 34.73 kJ mol l  and for backward rate 
(fin) were 38.55 and 47.12 kJ mole' at 88 and 116 mV, respectively. 

Effect of membrane potential on AG° was studied at 15° and 35°C. AG° was determined at 
various potentials using the equation 

In(Keq) = —A0°/RT. 	 (2) 

A striking feature of AG° is its quadratic variation with membrane potential and the curvature 
is prominent at 15°C (Fig. 3). AG°, at each temperature, changes sign at potentials correspond- 
ing to the value where half the channels are in open state. Earlier studies have suggested that 
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FIG. 3. Plot of 1n(41) vs temperature and potential. Plot 
of -1n(K) vs membrane potential at two temperatures. 
1n(K) is zero at 99.8 and 86.0 mV at 15 (circle) and 
35°C (triangle), respectively. The fit is with a quadratic 
regression. 

for a voltage-gated ion channel free energy change with potential is linear?' 8  Recent studies 
have shown that voltage sensor interacts with other domains of channe1. 9* I°  Thus, the move- 
ment of the voltage-sensing domain, during voltage gating, would influence other parts of the 
channel molecule and such changes should be reflected in the channel's voltage dependence. 
Taking into account the interaction energy, the relation between voltage and free energy 
change between open and close state will be given by: 

Uy= U0+ (cyVld) .+ (1/2)a(y — Yo) 2 	 (3) 

where U0  is energy and yo  the position of the charge r when the trans-membrane potential is 
zero, i.e. V =0, d the thickness of the membrane and a the coefficient of rigidity (a type of 
spring constant) that affects the movement of charge containing domain. At equilibrium, i.e. 
(d(Uy)Idy= 0), solving and substituting the expression for y into eqn 3 gives: 

Uy= U0 + (cy0 VId)— (112a)(cV/d) 2. 	 (4) 

Equation (4) shows that the change in free energy with membrane potential will be quadratic if 
the voltage sensor interacts with other domains of the channel. The reduction in curvature with 
increase in temperature can be explained by thermodynamics and kinetic energy of the channel 
molecule at various temperatures. At low temperature (15°C) the molecule will be rigid and 
thus any change in structure would require more input of energy, which would reduce at higher 
temperature (35°C). This also exemplifies the importance of the physiological temperature for 
the optimal efficiency of biological molecules. 

The channel reported here has a temperature-sensitive, voltage-dependent rate-limiting step 
associated with channel opening, at low intracellular calcium. Our study shows physiological 
temperature for mammalian K +  channels is important for channel function, because at these 
temperatures the channel overcomes the pull or restraint on the voltage sensor by other parts of 
channel with much lower input of energy in the form of voltage change. Thermodynamic stud- 
ies together with electrophysiology are a potential area for a better understanding of channel 
structure and function. 
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Stereochemical analysis on protein structures—Lessons for design, engineering and pre- 
diction by K. Gunasekaran 
Research supervisor: Prof. C. Ramakrishnan 
Department: Molecular Biophysics Unit 

I. Introduction 

Proteins are polypeptide chains made up of L-amino-acid residues linked together in a definite 
sequence. Christian Anfinsen, in 1960s, through his seminal work on ribonuclease demon- 
strated that the information necessary for a polypeptide chain to fold into a unique three- 
dimensional structure is encoded in the linear amino-acid sequence.' The advent of X-ray crys- 
tallographic methods in the determination of protein structure has resulted in vast accumulation 
of structural information, providing opportunity to study the different aspects of protein struc- 
ture. For the past quarter century, conformational analysis in dihedral (0, ty) angle space has 
emerged as powerful tool for examining large structures where each individual residue can be 
structurally characterized by a single set of (0, yr) values. 2  The study presented in the work 
deals with the analysis of protein crystal structures with emphasis on backbone stereochemis- 
try. The investigations involve identification and analysis of common structural features ob- 
served among the unrelated protein crystal structures which are available in the Brookhaven 
Protein Data Bank (PDB). The work, in essence, attempts to provide a rational knowledge base 
for design of protein structural mimics, protein engineering and structure prediction. 

2. Materials and methods 

A dataset of 250, largely nonhomologous, high-resolution (5 2.0 A) protein structures from 
PDB has been selected for the purpose of studying various structural aspects. Figure 1 shows 
the scheme used in the selection procedure. Secondary structures were identified based on the 

backbone dihedral angle (0, ty) criteria [right-handed helical conformation-a& Ø= -l40° to 

-300  and v= -900  to 450; left-handed helical conformation 	= 20° to 125° and w= -45°  

to 90'; extended conformation -E: 0 = -1800  to -300  and y= 6O° to 1800  and -1800  to 

-1500). We now discuss the various structural aspects investigated. 
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3.1. Ramachandran-disallowed conformations in protein structures 

A dataset consisting of 110 high-resolution, nonhomologous, protein crystal structures from 
PDB was examined (it may be noted that this particular analysis was carried out at the early 
stages with the available dataset then in the laboratory). Residues falling outside the defined 
'broadly allowed limits' on the Ramachandran map were chosen and the reported B-factor 
value of the a-carbon atoms was used to further select the well-defined disallowed conforma- 
tions. The conformations of the selected 66 disallowed residues clustered in distinct regions of 
the Ramachandran map indicating that specific 0, ti distortions are preferred under compul- 
sions imposed by local constraints. The distribution of various amino-acid residues in the disal- 
lowed residue dataset showed a predominance of small polar/charged residues with bulky hy- 
drophobic residues being infrequent. An analysis on short contacts reveals that they are elimi- 
nated in most cases by local distortions of bond angles. The identified disallowed residues are 
mostly conserved related protein structures. 

3.2. Helix termination signals in protein structures 

A dataset of 1057 helices were identified from the 250 high-resolution 2.0 A), nonhomolo- 
gous, protein crystal structures. The backbone dihedral angles (0, ty) of the terminating residue 
(7) were found to cluster either in the left-handed helical region [469 helices (44%)] or in the 
extended region [459 helices (43%)] of the Ramachandran map. Gly residues were found to 
have an overwhelming preference to occur as the a L-terminator (7) resulting in the classical 
Schellman motif, with a strong preference for hydrophobic residues at position T— 4 and T+ I. 
In the case of E-terminated helices, His, Asn, Leu and Phe were found to occur with high pro- 
pensity at position T. Pro residues were absent at position T, but had the highest propensity at 
position T + 1. An examination of the frequencies of hydrophobic (h) and polar (p) residues at 
position flanking Gly/Pro reveals that Pro residues flanked by polar amino acids have a very 
strong tendency to terminate helices. An examination of a segment ranging from T — 4 to T + 3 
appeared to be necessary to determine whether helix termination or continuation occurs at Gly 
residues. The two types of helix termination (aL, E) signals also differed dramatically in their 
solvent accessibility. 
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3.3. 13-Hairpins in proteins 

A total of 311 short-loop (5. 5 residues) /3-hairpins were identified from the dataset of 250 high- 
resolution (5 2.0 A), nonhomologous protein crystal structures. Type-I' and II' /3-turns were 
found to have a high propensity for occurrence in 2-residue loops. For 3- and 4-residue loops, 
the major conformational motif in the linking segments is aft -aR-ck and aft-aR-araL, respec- 
tively. The present larger dataset confirms the high occurrences of these motifs that have been 
identified in earlier analyses. 3 * 4  In addition to type-I' and II' /3-turns, several examples of type-I 
/3-turn nucleated 2-residue loop hairpins have also been observed in spite of having opposing 
sense of twist to that of type-I' /3-turn. The larger number of examples in this study allows es- 
timation of the specific amino-acid preferences for loop positions in 2, 3 and 4 residue loops. 
Small polar residues Asn, Asp, Ser, 'Thr and Gly and Pro in general have a high propensity for 
the loop positions but they reveal specific positional preferences in these frequently occurring 
motifs. There are no strong compositional preferences in the strand segments. Several Cys—Cys 
pairs have been identified at the nonhydrogen-bonded positions of /3-hairpins: as many as 6 are 
disulfide-bonded pairs. 

3.4. p -Turn interconversions in protein structures 

Of the 250 high-resolution (5. 2.0 A), nonhomologous protein crystal structures, 136 proteins 
had 'homologous entries' (alternate structures, complexes, site-specific mutants or homologous 
sequences from different sources) in the PDB which have sequence homology > 40% and the 
structure determined at high resolution (5. 2 A). Based on the sequence alignment of the repre- 
sentative protein with each of its 'homologous entries', 55 examples of /3-turns undergoing 
conformational interconversions (Type VIII P00  Type H or Type l'/III/ kw Type II') were 
identified. An examination of the secondary structures at the flanking positions of the 55 ex- 
amples of /3-turns reveals that significant number of the examples (16) occur in short segments 
(5. 6 residues) linking the secondary structures. A further examination reveals that 7 examples 
occur in the loop region of the 0-hairpins indicating that the formation of ordered secondary 
structures on either side of the 0-turn does not preclude local conformational dynamics. In /3- 
turns undergoing flips, Pro (11 examples), Lys (9 examples) and Ser (7 examples) were most 

often found at the i + 1 position. Glycine was found to occur overwhelmingly at the position 
+ 2 (28 examples) while Ser (7 examples) and Asn (6 examples) were amongst the most fre- 

quent residues. In order to estimate the energy barrier for the type I a,- type 11/3-turn intercon- 
versions, peptide models Ac-Pro-Aib-NHMe and Ac-Pro-Gly-NHMe were chosen. The AM1 
level calculation reveals that the path which corresponds to the outward rotation of the central 
carbonyl group is barrierless (3.2 kcal/mol in the case of Ac-Pro-Aib-NHMe and 2.8 kcal/mol 
in the case of Ac-Pro-Gly-NHMe) suggesting that concerted flips of central peptide units in- 

volving correlated single bond rotation can occur with essentially negligible activation energy 

barriers. 

3.5. Protein motifs: Analysis on V3 loop of H1 V-1 gp120 

Residues adopting left-handed helical conformation 020 were identified from the dataset of 
250 high-resolution (5 2.0 A), nonhomologous high-resolution (5 2.0 A) protein crystal struc- 

tures. Of the 2574 residues found to adopt at  conformation, 1510 correspond to Gly residues, 
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representing the majority of the examples and 1062 to nonGly residues. A novel multiple turn 
conformation, which involves aLl  has been observed for a segment GPGRAFY in the crystal 
structure of a complex of HIV-1 gp120 V3 loop peptide with the Fab fragment of a neutraliz- 
ing antibody.5  A structural motif has been defined for the peptide segment, employing ideal- 
ized backbone conformations characterized by ranges of virtual r torsion and bond angles. A 
search of the 250 protein crystal structures permitted identification of 64 examples of similar 
structural motifs. Two major conformational families have been identified, which differ pri- 
marily in the conformation at residue 3. The observed conformation at residue 3 in family 1 is 
left-handed helical (at) and that in family 2 is right-handed helical (aR). Of the 30 examples in 
family 1, 17 examples have Gly residues at position 3. Of the 31 examples in family 2, 10 have 
Asn/Asp at position 3. Computer modeling of the V3 loop tip sequence using the two back- 
bone conformational families as starting points leads to minimum-energy conformations in 
which antigenically important side-chains occupy similar spatial arrangements. 

3.6. Structural analysis on membrane proteins—An introduction 

Our laboratory has recently been interested in studying membrane protein structures and their 
comparison with water-soluble globular proteins with the goal to predict the conformation of 
the membrane-spanning segments. A dataset consisting of 55 membrane protein sequences, for 
which experimental information was available, were obtained from the SWISS-PROT se- 
quence database. Examination of the amino-acid preferences to occur in the transmembrane 
segments and in the interior of the water-soluble globular proteins reveals that both have simi- 
lar characteristics in their nature of chemical polarity. An analysis on amino-acid positional 
preferences in globular and membrane protein helices has also been carried out. 

The study presented in this work has implication in the design of structurally and function- 
ally important motifs, protein engineering, and structure predictions. 
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1. Introduction 

Data partitioning (or distribution) for distributed memory machines (DMMs) has been a diffi- 
cult problem. Significant amount of work has been done in getting more parallelism from the 
programs) However, without reducing communication overhead in the programs, they cannot 
be expected to run efficiently. There have been efforts in which the programmers are asked to 
give data allocation themselves and compiler will generate code automatically. 2  This might 
prove to be very difficult for programmers especially when the loops contain numerous array 
references. Reduction in communication overhead has been studied by many researchers. Ra- 
manujam and Sadayappan 3  tried to transform the programs to get parallelism as well as reduce 
communication overhead. It has been seen 4  that for a loop whose access patterns cannot be 
statically analyzed to get the best partitioning, compilers have traditionally generated sequen- 
tial code. Although this pessimistic strategy is safe and simple, it essentially precludes the 
automatic parallelization of entire class of programs with irregular domains and/or dynamically 
changing interactions. For such loops, the general strategy adopted is to use inspector, sched- 
uler and executer codes. 4  However, such techniques are for shared memory machines, where 
there is no problem of data partitioning. 

In this paper, we propose a method by which we can find a partition of a nested do-loops 
which reduces communication when executed on distributed memory machines. Our method 
differs from the other works in the following ways: firstly, no assumptions are made regarding 
whether loops are do all or not, as assumed in Agarwal et al. 5  Secondly, the array references 
that are in the loops can have any linear functions of induction variables, not just i +E type of 
functions of loop indices as assumed in Banerjee I  and others, where i is index vector and E.' a 
constant vector. Such functions of loop indices can lead to non-uniform dependences. Accord- 
ing to an empirical study, 44.34% of the two-dimensional array references contain coupled- 
subscripts,6  and most compilers run them sequentially due to difficulty in analyzing such loops. 

2. Hyperplane partitioning 

We first see the program model assumed in this work and later will see how to partition the 
iteration space using hyperplane partitioning. 

2.1. Program model 

In general, scientific programs contain a large number of array references in nested loops. In 
such programs, nested loops are main source of parallelism and are most time-consuming 
parts. A normalized n-nested loop' is considered in this work. 

The body of the loop. H[ii, i2 ,..., id, contains a set of assignment statements possibly con- 
taining array references. The array references considered in this work are of the form, 

Ma ii i i  + a l 2i2+ ... + ai nin + am, 	, ant iii + ... + anutin  + acw), which can be compactly written 

ail  
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In this work, without any loss of generality, we assume that m = n. This assumption will not 
reduce the generality as we can add dummy dimensions, if in < n, or we can add dummy loops 

which run for 0 times if n < m. 

2.2. Iteration space partitioning 

Consider the following example. 

Example I 

for i = 0 to N/2 do 
for j = 0 to isu2 do 

begin 
A[i + 2j, i+ j] = A(i, j) + 8(1, j) 
B[i, j] = A[i, j] *2 

end; 

The dependence graph for Example 1, given in Fig. 1(a) shows how the index points are de- 
pendent on each other. 

The problem here is to find the iteration partition such that the communication that is in- 
curred in executing these partitions will be as less as possible. Finding the best possible parti- 
tion, which is zero-communication partition, will require, finding the vertical partition of the 
dependence graph 1  which, in general, requires spanning the entire iteration space. This will 
take enormous amount of time especially when the number of loops is many and each running 
over a large number of iterations. 

2.3. Computing the hyperplane of partition 

The method to compute the hyperplane of partition, iri brief, is as follows. 

• First, for every pair of references, the dependence equation is computed. 

• For each pair, the direction of dependence is computed. 

• From these directions of dependences, we compute a hyperplane which is used to parti- 
tion the iteration space into as many number of partitions as there are logical processors. 

(a) Dependence graph 	 (b) The Nature of dependences 	 (c) Best fit line for given lines 

FIG. 1(a) Dependence graph, (b) Nature of dependences, and (c) Best-fit line. 
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• These dependence directions induce data space partitions in every array used in the 
loop. 

• Each logical processor executes different partition in parallel keeping corresponding 
data partitions locally, and synchronization and nonlocal accesses are handled at run- 
time. 

Consider a loop given in Example I. There are two arrays that are accessed in the loop. We see 
that the need for communication arises only when there is dependence between iterations. On 
such situations, different processors try to access the same data which is owned by only one of 
them. If we localize such dependences (i.e. run both the source and target iterations on the 
same processor) and keep the data accessed by the iteration locally then we have removed the 
necessity to communicate nonlocal data to both synchronizations between processors (to sat- 
isfy inter-iteration dependences), thus reducing the overall communication. For Example 1, the 
dependence graph for N = 16 is shown in Fig. 1(a). As can be seen, the dependence directions 
tend to align themselves along a particular direction (in this case the direction of (-0.67,1)), 
provided the conditions (given later) hold. By partitioning the iteration space along that direc- 
tion and by placing the data accessed by these iterations locally, we can expect the 
communication to be reduced significantly. Further, since the dependence direction tends to 
align along a particular direction eventually, we expect the communication cost to reduce as 
the size of iteration space increases. In Fig. 1(b) we see the effect for Example 1 (the curve 
termed `13m4.c 1 ). Note also the same phenomenon does not happen with some standard HPF 
partitions like block distributions. Again referring to Fig. 1(b) the curve termed `bm4.sc' 
shows this effect. The direction of convergence can be computed analytically for every pair of 
references in a loop and the hyperplane which 'best fits' these set of directions will be taken as 
the hyperplane of partition for the iteration space. This hyperplane is induced into different 
data spaces that are referenced in the loop to get the data partitions. 

Theorem 2.1 (Dependence equation) 

The general dependence equation for the array references, X[AI + a o l and X[ BT +b o lts. 

given by :d = Ci +c o , where C = B -1(A — B), co= B -1  (ao— bo) and any j ›.- i depends on 

i if j=i+d. (See Prakash7  for proof). 

In the above theorem, it is assumed that the coefficient matrices are nonsingular, i.e. in- 
verses exist. The case of singular matrices is dealt with in Prakash. 7  

Definition 2.1 (Trajectory of index points): For a given pair of references, for a given loop with 

lower bounds lb and upper bounds ub, we can build a trajectory of index points by applying 

repeatedly the dependence equation from an initial index point I* which takes us to the final 

index point 7, where both I and f lie between lb and ub. 

Definition 2.2 (Direction of dependence): The direction of dependence for a pair of reference, 

having subscript functions, AT + a o  and Bi +b o , is defined as the direction dk  such that 

d k+1 = flak' where d k., and d k  are dependence directions at two adjacent points on the trajec- 
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tory of index points for the given pair of references and ri is constant, provided such a constant 
exists. Otherwise direction of dependence is said to be oscillatory. 

Theorem 2.2 (Direction of dependence) 

Suppose D = C + I (where C is the matrix of the dependence equation). The direction of de- 

pendence for a pair of references, having subscript functions, Al + a o  and 81-i- b o , is the 

eigenvector of the matrix, D, corresponding to the dominant eigenvalue of that matrix, if D has 
n linearly independent eigen vectors and D a dominant eigen value. (See Prakash 7  for proof.) 

Theorem 2.2 also says that this need not happen always, the other case being when such ei- 
genvalue does not exist. Then, the trajectory either will revolve round the origin spirally or 
diverge depending on whether the eigenvalues are not real or real, respectively. For such cases 
refer to Prakash.7  In this section, we will see how to get the hyperplane which partitions the 
iteration space into as many tiles as the number of processors. These tiles can be used to induce 
data partition in the data space using a particular reference in the loop for every array in the 
loop. These tiles and the corresponding data partitions can be placed in the local memory of the 
respective processor, and we can run those partitions in parallel by introducing the synchroniz- 
ing messages to handle dependences. The hyperplane that minimizes the deviations from the 
given directions will be the one which minimizes the sum-squared of the sine of the angle be- 
tween the hyperplane and the directions (Fig. 1(c)). See Prakash 7  for details. 

Theorem 2.3 (The best fit hyperplane) 

Given p lines in n dimensions, with direction cosines, Ar o, 1 S i S p, 1 5j S n, passing through 

the origin, the hyperplane, I'j., a ixi = 0 which also passes through the origin and is the best fit 

for the points at unit distance from the origin has the coefficients a i, 1 Sj 5. n, such that Xa = b, 

where the matrix Xki = if:, axikex,j, for n — 1 ?j, k?... 1 and b k = —Z iP_I  Ar ikAxi„, for n — 1 k 1 

and a y, = I. (See Prakash7  for proof.). 

Finally, we need to partition the array data space from the iteration partition. The hyper- 
plane that we got from the above analysis can be induced into the array data spaces also. 

3. Global data partitioning 

The hyperplane partitioning technique explained above is for local optimization, i.e. for a loop. 
The same technique can be applied to a sequence of loops which ensures minimal communica- 
tion for all the loops taken together when run on a DMM. This needs a good communication 
cost estimator, which estimates the communication that would be incurred if the given loop is 
run with given iteration and data partitions. 8  The details of global data partitioning can be seen 
in Prakash and Srikant. 8  The tool, hyperplane partitioner, which we have developed will do the 
global data partitioning. It also does some compiler optimizations like space, time and mes- 
sage optimizations.9  

The hyperplane partitioner was tested for performance on some benchmark programs from 
NAS and some programs designed by us to show the merits of the tool. The benchmarks se- 
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lected were AD! (alternating direction implicit) and SYR2K. We give the results for AD! here. 
(Refer Prakash 7  for SYR2K results). 

ADI program has 6 loops with both single- and two-nested loops. Since the ADI loops are 
very short, we unroll the loops a few times, and then run them in parallel. The global data 
partitioner had found that the best way to run the program is by partitioning the loop sequence 
into two regions, first with first three loops, and the second with the last three loops; 
notationally it is { (123),(456)). The partition plane for the first set had the coefficients (1, 0) 
and for the second set (0, 1), which is (BLOCK,*) and (*,BLOCK) partitions, respectively. 
Figure 2(c) shows the speed-ups for this benchmark for different sizes of arrays and different 
number of processors. In the figure, `bmx.n.ys gives the performance for benchmark BM-x for 
'n' processors. The number of times the loops were unrolled is given by 'y', which varies from 
benchmark to benchmark and is found experimentally. In this case, if 'y' is 1 means we have to 
unroll 100 times and if 2 it is 1000 times. 

The first of our programs (BM-1) has five loops with three two-dimensional arrays. All the 
loops access the arrays in a similar manner (has the same dependence direction). This program 
is to show that the tool finds the static distribution if those are the best. Figure 2(a) shows the 
performance on IBM-SP2 for different sizes of arrays and different number of processors. For 
IBM-SP2, it has chosen to run all the loops with the same partition of the data spaces, i.e. { (0- 
4 }} with the same hyperplane with coefficients (1, —1). The second program (BM-2) has six 
loops with no static partition. There are three arrays accessed in different ways in different 
loops. For IBM-SP2, it decides to partition the loops as ( (01)(2)(345)). Figure 2(b) shows 
the performance on IBM-SP2 for { (01)(2)(345 )). We also saw by experiments that speed- 
ups for these programs with both BLOCK and CYCLIC distributions are inferior compared to 
partitions which our tool has suggested. See Prakash 7  for more details. 

5. Conclusions 

We have seen that there are many cases where we encounter loops which have coupled sub- 
scripts and we want to effectively run them on DMMs. The implementation results show good 
performance for our tool with such non-uniform dependences. The tool also finds HPF-like 
distributions whenever such distributions are good. Inter-procedural data partitioning analysis 
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and a good scheme for global data partitioning for a general program are lacking in the current 

implementation. 
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I. Introduction 

Abrin-II, a heterodimeric, ribosome-inactivating protein (RIP) toxin from Abrus precatorius 
seeds, consists of two polypeptide subunits, viz. A-(M, 30,000) and B-(M, 33,000). The two are 
connected through a single disulfide bond." 2  The A-subunit is an N-glycosidase, and inacti ;  
vates eucaryotic protein synthesis by cleaving the adenine 4324 residue from the 28S rRNA. 
The B-subunit is a lectin, binds to the cell-surface receptor that contains terminal galactose and 
facilitates the entry of the toxin to the cytosol. RIPs have been used for the preparation of im- 
munotoxins with potential uses in therapy against cancer and infectious diseases including 
AIDS. 4  Since their targets are in cytosol, they reach their targets by translocating across a 
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membrane bilayer. By virtue of their ability to translocate across the membranes, these toxins 
are viewed as valuable tools in understanding the nature of protein—membrane interaction and 
transmembrane translocation of cellular proteins. They also agglutinate cells. However, the 
effect of surface potential (membrane potential) on agglutination of cells by abnis precatorius 
agglutinin-II (APA-II, noncovalent dimmer of A-s-s-B) and abrin-II has not yet been eluci- 
dated. 

The toxin passes through a minimum of five steps for the manifestation of its biological ac- 
tivity: (a) binding to cell surface via the B-subunit, (b) internalization, (c) reduction of the in- 
ter-subunit disulfide bond, (d) transmembrane transport of the A-subunit to the cytosol, and (e) 
inhibition of protein synthesis by the catalytic action of the A-subunit. It is well known that the 
toxin binds to cell surface receptors 5  and enters the cell via receptor-mediated endocytosis. 6  It 
is also established that the reduction of disulfide bond is necessary for the action of toxin. 7  Ear- 
lier it was thought that the late endosomes 8  and Golgi9  were probable sites for transmembrane 
transfer of a toxin. Recently it has been suggested that the endoplasmic reticulum is a probable 
site for the transfer. However, the mechanism underlying the transmembrane transport by 
RIPs is not clearly understood. 

2. Experimental 

In this study. surface potential of model membrane containing varying mole per cents of (a) 
monosialoganglioside, Gmi  and phosphatidylcholine, DPPC, (b) DPPC and phosphatidic acid, 
DMPA, (c) asialomonosialoganglioside, aG ryti , Gml  and DPPC and (d) aGya , DMPA and 
DPPC has been measured by using the principle of partitioning of metachromatic dyes acridine 
organe, AO and methylene blue, MB between the membrane and bulk phases." Membrane 
potential increases with increase in the mole per cent of the negatively charged lipid in the 
membrane. Both APA-II and abrin-II are able to aggregate model membranes containing neu- 
tral gangliosides, aG mi . The aggregation has been monitored by time-dependent increase in 
scattering intensity at 400 nm. The addition of negatively charged lipids decreases the extent of 
aggregation by APA-II and abrin-II. These results indicate that the surface potential influences 
the aggregation of membranes containing aG mi  by AM-Il and abrin-II. That aggregated com- 
plex is dissociated by lactose suggests that aggregation is mediated by glycolipid—protein in- 

teraction. 

The effect of pH on ligand properties, conformation, stability and unfolding pathway of 
abrin-II was investigated by means of fluorescence, far- and near-UV-circular dichroism (CD) 
and calorimetric measurements. The intrinsic fluorescence of abrin-II does not change with the 
addition of lactose or galactose. Therefore, initially the binding constant and the number of 
binding sites for lactose to abrin-II were measured by isothermal titration calorimetry (ITC). 
ITC needs a large quantity of protein particularly for low-binding constants while fluores- 
cence-based methods need only a small quantity of protein. Therefore, fluorescently labelled 
galactose was used to study sugar-binding properties of this toxin. Two binding sites with a 

binding constant of 2.98 x10 3  W I  at 9°C were obtained for lactose with abrin-II at pH 7.2 by 
ITC. The fluorescence-quenching data showed that at pH 7.2 and pH 4.5, the binding constants 
of methylumbelliferyl a-D-galactopyranosicle to abrin-II at 25°C were 7.87 x 10 4  WI  and 

2.52 x 104  WI  and the number of binding sites was 1.65 and 1.33, respectively. The low- 
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binding constant and the small number of binding sites at pH 4.5 than at pH 7.2 indicate that 
most of the abrin-II molecules are dissociated from their receptors in the endosomes. Environ- 
ment-sensitive hydrophobic probes like bis-ANS, (4, 4 1-dianilino-I, 1'-binaphty1-5, 5'- 
disulfonic acid) and ANS (8, 1-anilino naphthalene sulfonic acid) have been employed to 
monitor changes in the conformation of abrin-H and its A-subunit at pH 7.2 and pH 4.5. At pH 
4.5, abrin-II and the A-subunit expose more hydrophobic patches to the surface than at pH 7.2. 
The A-subunit is more hydrophobic than the intact abrin-II at both pH 7.2 or pH 4.5. These 
results suggest that abrin-II and the A-subunit undergo subtle changes in their conformation at 
both these pH values. Intrinsic protein fluorescence, far- and near-UV-CD spectroscopy and 
ANS binding in the presence of varying amount of guanidine hydrochloride studies reveal that 
the unfolding of abrin-II occurs through two intermediates at pH 7.2 and one intermediate at 
pH 4.5. 12  At pH 7.2, the two subunits A and B of abrin-II unfold sequentially. The native pro- 
tein is more stable at pH 4.5 than at pH 7.2. However, the stability of the abrin-II A-subunit is 
not affected by any change in the pH. Differential scanning calorimetric scan consists of two 
peaks corresponding to the A and B-subunits as confirmed by transition temperature and calo- 
rimetric enthalpy of the isolated abrin-II A-subunit. Abrin-II displays increased stability as the 
pH is decreased from 10.16 to 4.5. Lactose stabilizes the native conformation of abrin-II. This 
effect is more pronounced at pH 7.2. Analysis of the data obtained by differential scanning 
calorimetry in the presence of lactose suggests that two lactose molecules bind to one molecule 
of abrin-II. Changes in excess heat capacities 26.82 Id mo1 -1  Kel  for the B-subunit and 19.71 Id 
mo1-1  K-1  for the A-subunit in the intact abrin-II 	are obtained. 

From the transmembrane translocation point of view, abrin-H enters into the cell through 
receptor-mediated endocytosis. At low pH in the endosomes, changes occur in the conforma- 
tion of the toxin. These changes would allow the dissociation of a significant proportion of the 
toxin from its receptor, thus facilitating the recycling of the latter to the cell surface. The 
higher stability of the free toxin in the lumen of endosome not only would enable it to resist 
degradation but would also permit it to make its way to the Golgi apparatus and endoplasmic 
reticulum (ER). On reaching ER, the high pH of the compartment destabilizes the toxin thus 
permitting the reduction of inter-submit disulfide bond most likely by protein disulfide isom- 
erase. 14 

The released free A-submit from the intact abrin-II exposes more hydrophobic clusters 
and hence the A-subunit probably binds to the ER membranes. Then the A-subunit translocates 
into the cytosol. 
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Algorithms for routing, wavelength assignment and topology design in optical networks 
by M. K. Rajesh 
Research supervisor: Prof. Kumar N. Sivarajan 
Department: Electrical Communication Engineering 

I. Introduction 

We consider optical networks implemented using wavelength division multiplexing (WDM) 
techniques. These networks are called wavelength-routed optical networks (WRONs). WDM is 
essentially frequency division multiplexing in the optical frequency domain. A lightparh is an 
end-to-end optical channel which is set up in a WRON by suitable optical switching and rout- 
ing. These lightpaths could serve as high bandwidth pipes in a circuit-switched environment or 
could serve as the logical communication links (logical connections) for a variety of high- 
speed packet-switched networks. 

We study three problems that arise in a WRON. The first problem is the design of optimal 
topologies for a packet-switched WRON." The second is the problem of routing and wave- 
length assignment for lightpaths in a circuit-switched WRON. 4* 5  Finally, we consider the prob- 
lem of designing the physical fiber topology of a WRON. 6  

The topology design of packet-switched WRONs involves (a) identifying the logical con- 
nections that are to be established, (b) setting up lightpaths (involves routing and wavelength 
assignment with no wavelength changers allowed) in the WRON to realize the logical connec- 
tions, and (c) routing the traffic on the logical connections so as to satisfy the traffic demands. 
We present for the first time a linear formulation (integer linear program) for the topology de- 
sign problem with the objective of minimizing the maximum offered load (congestion). The 
linear formulation takes into account the constraints which are imposed by the resources of the 
network and the design policies. The network resources are the number of wavelengths the 
fiber supports, the number of transmitters and receivers and the physical layout (number of 
fibers between the nodes). The design policies we consider are: (a) whether to allow multiple 
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connections between a source—destination pair or not, (b) to have full duplex or simplex logical 
connections, and (c) whether to limit the maximum number of hops a lightpath is allowed to 
take. We show by examples how the above constraints affect congestion. We prove that the 
optimum value obtained is the same if some of the inequality constraints in the linear formula- 
tion are replaced by equality constraints. This helps in reducing the search space of the integer 
linear program. For large networks we solve the linear program obtained by relaxing the inte- 
ger constraints (LP-relaxation) by adding inequalities (cutting planes) which are valid for the 
LP-relaxation but are superfluous in the integer linear program. This LP-relaxation yields a 
lower bound on the congestion. One of the coefficients in the cutting planes we add is a lower 
bound on the congestion. 7  This enables us to iteratively improve the lower bound obtained by 
the LP-relaxation by using the previous value in each step as the lower bound in the next step. 
This not only helps in obtaining good lower bound but also forces some of the 0-1 variables 
close to zero or one which helps in rounding (setting variables to zero or one) the variables, to 
obtain a feasible solution to the integer linear program. We solved the LP-relaxation iteratively 
for a 14-node network (NSFNET) for various cases. The solutions obtained were then rounded 
to obtain logical connections and a routing and wavelength assignment for the logical connec- 
tions. Subsequently, a linear program was solved to obtain a routing pattern for the packet- 
switched traffic on the logical connections. We note that in several cases the congestion ob- 
tained by rounding was very close to the lower bound on congestion obtained by solving the 
LP-relaxation. 

In the problem of routing and wavelength assignment (RWA) in a circuit-switched WRON 
we consider two related problems. The first is that of maximizing the number of connections 
(Max-RWA) when the number wavelengths is fixed. The second problem is that of minimizing 
the number of wavelengths when the connections to be routed are fixed (Min-RWA). We show 
some new bounds that may be obtained for the Max-RWA and the Min-RWA problems. We 
present for the first time linear formulations (integer linear programs) for the Max-RWA and 
the Min-RWA problems which when solved provide the optimum solution when no wavelength 
changers are allowed (the case with full wavelength changers is easy to formulate). We solve 
the above linear formulation for small networks. For large networks we solve the LP-relaxation 
and then round the solutions to obtain a feasible solution for the integer linear formulation. We 
develop rounding algorithms and solve the Max-RWA and the Min-RWA problems for various 
networks (NSFNET, EONNET, UKNET). 

Another interesting aspect we look at is how to obtain a linear formulation when we incor- 
porate limited wavelength converters in a WRON. We, for the first time, give a linear formula- 
tion and prove that the inequalities of the formulation capture all valid routing and wavelength 
assignment possibilities in the WRON. We prove that if we impose some restrictions on the 
limited wavelength conversion capability then the number of constraints we need to consider is 
only quadratic in the number of wavelengths (in general, it is exponential in the number of 
wavelengths). 

In the physical fiber topology design for WRONs, we consider the problem of minimizing 
the total working fiber length. In this problem we are given the connections to be set up, the 
physical layout, the unit cost of a link, and the maximum number of wavelengths supported by 
the fiber. Our objectives is to design a network capable of supporting all the connections with 
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minimum fiber length (proportional to cost). We, for the first time, present a linear formulation 
for the fiber topology problem, which, when, solved gives the optimum solution. As done ear- 
lier for large networks we develop rounding algorithms on the solutions obtained by solving 
the LP-relaxation to come up with a feasible solution to the integer-linear program. We show, 
and also illustrate with examples, that the bound on the cost obtained by solving a relaxed lin- 
ear formulation approaches the optimum cost as the number of connectsion that have to be 
routed becomes large. 
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1. Introduction 

Molybdenum is a very important additive metal, used in the manufacture of steels, iron cast- 
ings and alloys. Additionally, it is a refractory metal and has gained prominence as one of the 

nuclear and space-age metals. 

Molybdenum does not occur in nature in its free or native state, but is only found chemi- 
cally combined with other elements. Small deposits of molybdenum-bearing minerals occur 
throughout the world, but the only molybdenum mineral of commercial importance is molyb- 

denite. 
Primary molybdenite deposits are found in the United States, which has reserves account- 

ing for 45% of the total world reserve base and the production is 40% of the total world out- 
put.' In India, almost all molybdenite is obtained currently as byproducts from copper and urn- 
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nium deposits. The present Indian production is only 66 tonnes while the demand is over 1000 
tonnes. It thus becomes important to explore newer deposits of molybdenum and develop effi- 
cient beneficiation strategies to recover the metal. A potential source of primary molybdenite 
has been found in the Harur area of Dharmapuri district in Tamil Nadu. 

2. Geology of Harur 

Molybdenum mineralisation occurs in the shear zone. The shear zone contains quartz veins and 
chloritisedisericitised/altered epitode-hornblende gnesis carrying fine dusty/flaky molybdenite 
(fair to rich), galena, pyrite and chalcopyrite. It is reported that detailed exploration work by 
drilling up to the fourth level has been completed. The resource potential in the first two levels 
is of the order of 1.6 million tonnes with 0.018% Mo. The third- and fourth-level drilling has 
proved the persistence of mineralisation and the reserves are in the order of 2.6 million tonnes 
up to 300 m depth. 2  

3. Experimental materials and methods 

Beneficiation studies have been undertaken on core-drill molybdenite ore samples from Val- 
lampatti South block, Harur area, Tamil Nadu. The sample was crushed in jaw crusher to half 
inch size and further reduced in size in roll crusher to —10 mesh size. The product was screened 
in a 10- mesh vibrating screen. The experiments were carried out on —10 mesh sample. Re- 
agents used are kerosene (collector for molybdenite), sodium dichromate and dextrin as de- 
pressants for galena and sodium cyanide as a depressant for copper mineral. 

4. Results and discussion 

4.1. Characterisation of molybdenite ore sample 

Detailed characterization of the molybdenite ore has been carried out with respect to its miner- 
alogy and chemical constituents. The studies indicate that quartz and sericite are the major 
minerals followed by carbonates and feldspar. Among the sulphide minerals, pyrite is domi- 
nant with trace amounts of galena, sphalerite, chalcopyrite and molybdenite. Molybdenite 
mostly occurred as medium-sized elongated plates and fine crystal aggregates in silicate ma- 
trix. Occasionally, flakes of molybdenite were found associated with pyrite and chalcopyrite, 
though molybdenite was not noticed in association with other sulphide minerals. At places, 
molybdenite was found as fine inclusions in silicates. The molybdenum content in the core 
sample is 0.1%, lead content is 0.06% and copper is 0.005%. 

4.2. Flotation studies 

The result of the flotation kinetic tests have shown that the percentage recovery and grade of 
molybdenum follow an inverse relationship with time. Studies carried out to evaluate different 
reagent combinations reveal that optimum values of grade and recovery could be achieved us- 
ing kerosene and methyl iso-butyl carbinol (MIBC). Further, these studies have shown that a 
flotation time of 4 minutes is adequate, as the grade of molybdenum is found to deteriorate 
beyond this time. Detailed mesh-of-grind studies have indicated that 20 min of grinding yields 
optimum values of molybdenum and lead in the float product and hence this time was fixed for 
all subsequent experiments. 
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Preliminary experiments conducted to evaluate different inorganic depressants for galena 
have shown that satisfactory results are obtained only with sodium dichromate. Optimisation 
studies performed to arrive at the dosage of sodium dichromate have shown that the addition of 
0.25 kg/t of sodium dichromate gives optimum results with respect of overall recovery and 
grade of molybdenum, copper and lead in the float and tailing fractions. In a similar manner, 
the optimum dosage of kerosene (collector for molybdenite) has been arrived at to be 0.8 kg/t, 
taking a holistic view of the grades and recoveries of the different metal values of interest. 
Based on the studies carried out with respect to optimisation of the mesh-of-grind, depressant 
and collector concentrations, it became apparent that a grade of about 0.8% Mo only could be 
achieved with over 80% recovery. The redeeming feature however was that over 90% of the 
feed could be rejected at the rougher flotation stage itself with a negligible loss of about 0.02% 
Mo in the tailings. 

It was thus considered logical to further upgrade the Mo content by regrinding. An exten- 
sive flotation campaign was therefore mounted, adopting the following strategies: 

(I ) 1st stage regrinding and one cleaning, 
(2) Ilnd stage regrinding and three cleanings, 
(3) IIIrd stage regrinding and two cleanings. 

Based on the first-stage regrinding tests it was found that by regrinding to 100% passing 106 
microns, the Mo assay could be enhanced to over 32% from an initial value of about 0.1% in 
the feed. The enrichment ratio at this stage corresponds to about 340. After the second stage 
regrinding followed by three stages of cleaning, close to 75% recovery of Mo with an assay 
value of about 52% could be achieved, further enhancing the enrichment ratio to about 540. A 
few experiments were conducted using sodium cyanide during the second stage regrinding 
tests and it was found that the copper assay could be brought down to 0.3% from about 0.8%, 
without affecting the grade of lead and molybdenum. The results of the third-stage regrinding 
tests have highlighted that a final concentrate assaying about 55% molybdenum with over 70% 
recovery could be obtained. It is worthy to mention that the concentrate so produced meets the 
specification of metallurgical-grade molybdenite. The overall enrichment ratio obtained, com- 
mencing from a feed assaying 0.1% Mo, corresponds to about 580. 

In order to explore the efficacy of organic depressants, which are more acceptable on envi- 
ronmental grounds, detailed flotation studies were carried out using dextrin with particular 
emphasis on galena depression. A series of experiments was carried out in an identical manner 
to those conducted using sodium dichromate. Here again, three stages of regrinding/cleaning 
tests were carried out, akin to those performed using sodium dichromate. A dextrin concentra- 
tion of 0.01 kg/t was found to be an optimum value from the point of grade, wt% recovery and 
distribution of molybdenum, lead and copper in the cleaner concentrate. 

It is noteworthy that after second stage regrinding followed by four stages of cleaning, the 
molybdenum assay value could be significantly improved from 16% to about 53% with over 
70% recovery. Another notable feature is that the copper content in the concentrate is only 
about 0.2% even without the addition of sodium cyanide. The results of the third stage regrind- 
ing/cleaning tests have shown a marginal improvement in the molybdenum assay values with- 
out affecting the grade of copper and lead. On a comparative basis, it can be inferred that dex- 
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FIG. 1. Flowsheet for the beneficiation of mo1ybdenite ore. 

trin holds promise to be used as a potential substitute for inorganic depressants such as sodium 
dichromate and sodium cyanide. On the basis of extensive investigations carried out on the 
beneficiation of molybdenite ore, a comprehensive flowsheet has been developed (Fig. 1). 

5. Conclusions 

(1) Minerlogical studies have indicated that quartz and sericite are the predominant minerals 
followed by carbonates and feldspar. Among the sulphide minerals, pyrite is dominant 
with trace amounts of galena, sphalerite, chalocopyrite and molybdenite. 

(2) Based on the various reagents evaluated, the combination involving kerosene and M1BC is 
found to yield optimum values of grade and recovery of molybdenum. 

(3) Consequent to three stages of regrinding and two cleaning operations, the Mo grade could 
be enriched to about 55% with over 70% recovery. The concentrate so obtained meets the 
specifications for metallurgical-grade molybdenite. 
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