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#### Abstract

A procedure for rewriting ordinary differential equations (linear or nonlinear, eoupled or noncoupled) under two-point boundary conditions into a system of first order equations with a set of general boundary conditions is given. A scheme suitable for solving the latter generai system numerically is discussed.


## I. Introduction

A general numerical procedure (and hence a general subprogram) for solving arbitrary differential equations (ODE), linear or nonlinear, coupled or noncoupled, is available so long as it is an initial value problem (IVP). In fact, nonlinearity of ODE and its coupled form do not pose any extra problem over its linearity and noncoupled form. This is however not true for ODE under two-point boundary conditions. Linearity of ODE here makes the problem much simpler and in most cases it can be directly solved; nonlinear ODE, on the other hand, has to be solved iteratively in general. Secondly, the two-point boundary value problem (BVP) has not been posed ${ }^{(1)}$ in a general form as IVP, probably due to the fact that the conditions on the two boundaries may have many possible combinations instead of a single form as in IVP.

It is the object of this paper to describe a general form into which a wide variety of two-point BVP (linear or nonlinear, coupled or noncoupled) can be fitted; then an iterative scheme (for numerical solution) suited to this general form is discussed.

## 2. General Form of Two-Point BVP

A general two-point BVP (ordinary differential equations) can be written as a system of $n$ first order differential equations, as defined below:

$$
\frac{d y_{i}}{d x}=f_{i}\left(x, y_{1}, y_{2}, \ldots, y_{n}\right)
$$

(I) Boundary conditions:
(a) $x=x_{0}, y_{1}=y_{10}, i=1(1) p, p \leqslant n$
(b) $x=x_{l}, y_{i}=y_{i l}, i=j(k), k=1(1) q$ where $q=n-p$

Note that $j(1), j(2), \ldots, j(q)$ may have any value between 1 and $n$. We have to, in fact, feed these values in $j$-locations.

This may be illustrated by taking an example. Let the equation be

$$
\begin{equation*}
\phi_{1}(x, y) \frac{d^{3} y}{d x^{3}}+\phi_{2}(x, y) \frac{d^{2} y}{d x^{2}}+\phi_{3}(x, y) \frac{d y}{d x}+\phi_{4}(x, y) y+\phi_{3}(x, y)=0 \tag{II}
\end{equation*}
$$

with the boundary conditions:

$$
\begin{aligned}
& x=x_{0}, y=\alpha, \frac{d^{2} y}{d x^{2}}=\beta \\
& x=x_{1}, \frac{d y}{d x}=\gamma
\end{aligned}
$$

Using the symbolic transformation $y \rightarrow z_{1}, \frac{d y}{d x} \rightarrow z_{2}, \frac{d^{2} y}{d x^{2}} \rightarrow z_{3}$, the system (II) can be written as

$$
\begin{align*}
& \frac{d z_{1}}{d x}=\theta_{1}\left(x, z_{1}, z_{2}, z_{3}\right)=z_{2} \\
& \frac{d z_{2}}{d x}=\theta_{2}\left(x, z_{1}, z_{2}, z_{3}\right)=z_{3} \\
& \frac{d z_{3}}{d x}=\theta_{3}\left(x, z_{1}, z_{2}, z_{3}\right)=-\left(\phi_{2} z_{3}+\phi_{3} z_{2}+\phi_{4} z_{1}+\phi_{9}\right) / \phi_{1} \tag{III}
\end{align*}
$$

with the boundary conditions:

$$
\begin{array}{ll}
x=x_{0}, & z_{1}=\alpha, \\
z_{3}=\beta \\
x=x_{1}, & z_{2}=\gamma
\end{array}
$$

Renaming the symbols $z_{1}, z_{2}, z_{3}$ as $y_{1}, y_{3}, y_{2}$ respectively, system (III)
be rewritten as can be rewritten as

$$
\begin{aligned}
\frac{d y_{1}}{d x} & =f_{1}\left(x, y_{1}, y_{2}, y_{3}\right)=y_{3} \\
\frac{d y_{2}}{d x} & =f_{2}\left(x, y_{1}, y_{2}, y_{3}\right)=-\left(\phi_{2} y_{2}+\phi_{3} y_{3}+\phi_{4} y_{1}+\phi_{5}\right) / \phi_{1} \\
\text { (IV) } \frac{d y_{3}}{d x} & =f_{3}\left(x, y_{1}, y_{2}, y_{3}\right)=y_{2}
\end{aligned}
$$

having the boundary conditions

$$
\begin{aligned}
& x=x_{o}, y_{\mathrm{t}}=\alpha, y_{2}=\beta \\
& x=x_{1}, y_{3}=\gamma
\end{aligned}
$$

Systom (IV) is the required particular form of (I) where $j(1)=3$.

## 3. Scheme of Solution

Given a boundary value problem (ODE), linear or nonlinear, coupled or noncoupled, we feed at the start the values of $j(1), j(2), \cdots, j(q)$ which are the values of $i$ in $y_{i}$ in the second boundary. In the above example, $j(1)$ is 3 . Note that when $p=n$, the problem is an initial value problem.

Taking $l$ intervals between $x_{0}$ and $x_{t}$, we obtain the step size as $h=\left(x_{t}-x_{o}\right) / l$. We then apply the Gill method ${ }^{(2)}$ or Gill and Hamming's Predictor-Modifier-Corrector (PMC) method ${ }^{(3)}$ to obtain $y_{1}, y_{2}, \ldots, y_{n}$ at all $l$ points using the equations [ $I$ ] with initial conditions:

$$
x=x_{0}, y_{i}=y_{i o}, i=1(1) \rho
$$

$$
\begin{equation*}
y_{p+m}=\alpha_{m}, m=1(1) q, \text { where } \alpha_{m}, m=1(1) q \text { are trial values. } \tag{V}
\end{equation*}
$$

The step by step integration can be tabulated as in Table 1
In general, the assumed $\alpha$ is not correct; hence the given $y_{\text {j(1), }}, 1, \ldots$, $y_{j_{(q), ~}^{2}}$ (see the second boundary conditions) do not agree with the corresponding values $y_{f(1)}\left(x_{l}, \alpha\right), \ldots, y_{f(q)}\left(x_{i}, \alpha\right)$ obtained through the step by step integration shown in the last row of Tablc 1. Store the last row of this Table.

Let the corrections to $\alpha$ be given by $k_{i}$, so that

$$
\alpha_{i}=\alpha_{i}+k_{i}, i=1(1) q
$$

Table 1


We choose $k_{i}$ such that

$$
\begin{aligned}
v_{1(1), l}= & y_{j(1)}\left(x_{1}, \alpha_{1}+k_{1}, \alpha_{2}+k_{2}, \ldots, \alpha_{q}+k_{q}\right) \\
= & y_{j(1)}\left(x_{l}, \alpha\right)+\left[k_{1} \frac{\partial y_{j(1)}\left(x_{l}, \alpha\right)}{\partial \alpha_{1}}+k_{2} \frac{\partial y_{j(1)}\left(x_{l}, \alpha\right)}{\partial \alpha_{2}}+\ldots\right. \\
& \left.+k_{q} \frac{\partial y_{j(1)}\left(x_{l}, \alpha\right)}{\partial \alpha_{q}}\right]+O\left(k_{1}^{2}, k_{2}^{2}, \ldots, k_{q}^{2}\right)
\end{aligned}
$$

$$
\begin{equation*}
y_{f(2), l}=y_{1(2)}\left(x_{l}, \alpha\right)+\left[k_{1} \frac{\partial y_{f(2)}\left(x_{1}, \alpha\right)}{\partial \alpha_{1}}+k_{2} \frac{\partial y_{j(2)}}{\partial} \frac{\left(x_{1}, \alpha\right)}{\alpha_{2}}+\ldots\right. \tag{VI}
\end{equation*}
$$

$$
\left.+k_{q} \frac{\partial y_{j(2)}\left(x_{1}, \alpha\right)}{\partial \alpha_{q}}\right]+O\left(k_{1}^{2}, k_{2}^{2}, \ldots, k_{q}^{2}\right)
$$

$$
\begin{aligned}
y_{j(q), I}=y_{j(q)} & \left(x_{1}, \alpha\right)+\left[k_{1} \frac{\partial y_{j(q)}}{\partial \alpha_{1}} \frac{\left(x_{l}, \alpha\right)}{\partial \alpha_{2}}+\frac{\partial y_{j(q)}\left(x_{1}, \alpha\right)}{\partial \alpha_{2}}+\ldots\right. \\
& \left.+k_{q} \frac{\partial y_{j(q)}\left(x_{l}, \alpha\right)}{\partial \alpha_{q}}\right]+O\left(k_{1}^{2}, k_{2}^{2}, \ldots, k_{q}^{2}\right)
\end{aligned}
$$

Neglecting second and higher order terms, system (VI) can be written as:


Let the correction vector ( $k_{1}, k_{2}, \ldots, k_{q}$ )' be denoted by $k$ ('indicates transpose) and the coefficient matrix be denoted by $Z\left(=z_{i j}\right)$. The r.h.s. of (VII) is known from the step by step integration (see Table 1) and given conditions at $x_{l}$ (see I b). Call it $b$. Thus (VII) is written as
(VIII) $\quad Z k=b$

The correction vector $k$ may be obtained if $Z$ is known.

## Estimation of Z-matrix

To evaluate the $q^{2}$ elements of $Z$ or, in other words, $\frac{\partial y_{j(1)}\left(x_{i}, \alpha\right)}{\partial \alpha_{1}}$. $\frac{\partial y_{f(1)}}{\partial} \frac{\left(x_{1}, \alpha\right)}{\alpha_{2}}, \ldots, \frac{\partial y_{j(q)}\left(x_{1}, \alpha\right)}{\partial \alpha_{q}}$, we repeat the above step by step integration process $q$ times as follows:

To obtain the $s$-th column of $Z$ we solve (I) with boundary conditions
(IX) (a) $x=x_{o}, y_{i}=y_{i o}, i=1(1) p$
(b) $y_{p+m}=\alpha_{m}, m=1(1) q, m \neq s ; y_{p+s}=\alpha_{s}+\Delta \alpha_{s}$
and store the values of $y_{\mathrm{i}(k)}\left(x_{l}, \alpha_{1}, \ldots, \alpha_{s}+\Delta \alpha_{s}, \ldots, \alpha_{q}\right), k=1(1) q$ (i.e., the last row of Table 1). Using two-term Taylor's series
(X) $\frac{\partial y_{j(k)}}{\partial} \frac{\left(x_{f}, \alpha\right)}{\alpha_{s}}=\frac{y_{f(k)}\left(x_{i}, \alpha_{1}, \ldots, \alpha_{s}+\Delta \alpha_{s}, \ldots \alpha_{q}\right)-y_{j(k)}\left(x_{1}, \alpha\right)}{\Delta \alpha_{s}}$

Thus, when $s$ runs from 1 to $q$ (i.e., $s=1(1) q$ ), we obtain the complete $Z$ matrix, Note that the values of $y_{1}\left(x_{1}, \alpha\right), y_{2}\left(x_{1}, \alpha\right), \ldots, y_{n}\left(x_{1}, \alpha\right), i . e$. , the last row of Table 1, in the first step by step integration process have to be retained over the entire range of $s$ as they are required for obtaining each colum of $Z$.

## Estimation of correction vector $k$

$Z$ in general turns out to be nonsingular in each iteration as is our experience with the computation of many physical problems. If, however, $Z$, by chance, turns out to be singular we may change any one of $\Delta \alpha$ s and reestimate Z. System (VIII) can be solved by methods like partial pivoting ${ }^{(4)}$ that does not explicitly require interchange of rows (or columns) as well as explicit inversion or any other suitable metheds ${ }^{(5,6)}$.

## New initial conditions

Now the old $\alpha$ 's are replaced by $\alpha_{m}+k_{m}, m=1(1) q$. The new initial conditions for the second iteration are

$$
\begin{aligned}
x=x_{0}, & y_{i}=y_{i 0}, i=1(1) p \\
& y_{p+m}=\alpha_{m}+k_{m}=\text { new } \alpha_{m}, m=1(1) q
\end{aligned}
$$

In a few iterations ( 3 or 4) we obtain thus the required intial conditions ( $n$ conditions) which satisfy the conditions at the second boundary through step by step integration process.

## 4. Remarks

(a) Preparing a general computer program into which a wide variety of two-point BVP (ODE) can be fitted is made possible by this scheme.
(b) This scheme aims at transforming a two-point BVP into an IVP.
(c) Though a linear ODE (BVP) in most of the cases can be solved directly by using the property that the linear combination of the solution at a point is also a solution of linear ODE, the present iterative scheme may have better performance not only for linear ODE (BVP) which can be solved directly but also for those which cannot be solved directly.
(d) The main point to note is the condition (b) of (I) which makes the computer program a general one. A nonsubscripted variable instead of a subscripted one ( like $j(k)$ ) cannot explicitly achieve the generalisation of a program that can tackle a large variety of two-point BVP's. Depending on a given problem it is only required to read the $j(k)$ 's.
(e) Experiments on many physical problems (BVP) in computer shows that even if the assumed $\alpha$ 's are quite far from the actual ones, in a few iterations (say 3 or 4 ) we are sufficiently near to the actual $\alpha$ 's.
(f) it is more economical to consider that boundary as the first boundary (i.e., initial boundary) where the number of given conditions are more than that on the other, since in that case the correction vector $k$ is smaller in dimension.
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