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#### Abstract

In this article, Euler's (incomplete) proof of the Fundamental Theorem of Algebra from 1749 is used as a motivation to develop simple criteria for the surjectivity of finite polynomial mappings $K^{N} \rightarrow K^{N}$, particularly for real closed fields $K$. The core of this article consists of criteria for the existence of $K$-rational points of finite (commutative) $K$-algebras. The main tools are quadratic forms and their signatures (if $K$ is an ordered field) which are derived from $K$-linear forms on such algebras, in particular from the trace and its generalizations. For finite polynomial mappings an algebraic mapping degree is defined as such a signature. This mapping degree will serve as a very effective tool to prove the surjectivity of finite polynomial mappings over real closed fields $K$ (as in differential topology for $K=\mathbb{R}$ ). In addition, it solves all the problems arising in Euler's proof which will be discussed in detail in the last section.


## Introduction

This article is inspired by Euler's work on the Fundamental Theorem of Algebra (FTA). In response to d'Alembert's proof of the FTA, published in 1748 in [1], Euler wrote an article which appeared in 1751 and contains (besides many other things) another proof of this theorem, cf. [5]. Euler accepted d'Alembert's proof completely, but he wanted to provide a more algebraic proof.

Gauss criticized both proofs in his doctoral thesis, cf. [7]. He mentions four major points of criticism on Euler's proof. In Section 6, we describe the point which is in our opinion the most serious one. On the other hand, in 1907, Frobenius delivered a talk on occasion of Euler's 200th birthday in which he approved Euler's arguments without expressing any doubts, but also without giving any details. Moreover, in 1956, Speiser praised Euler's proof as a starting point of a new epoch of algebra (and simultaneously condemned d'Alembert's proof), cf. [15]. However, in [10], Remmert doubts that Euler's considerations can be extended to a complete proof of the FTA (within the scope given by Euler).

We agree that there are gaps in Euler's sketchy proof. But we are convinced of his ideas and methods and present in this article a proof of the FTA without any deficiency, which follows the lines of Euler rather closely, cf. Section 6. The main purpose of this article is to develop Euler's approach to the FTA in modern language and with a more general viewpoint.

First of all, Euler proves the FTA in its real form: Every real polynomial of degree $\geq 2$ has a real factor of degree 2. It is very easy to see that this is an immediate consequence of the following: Any real polynomial of degree $2 k=2^{\gamma+1}, \gamma \in \mathbb{N}^{*}=\mathbb{N} \backslash\{0\}$, is the product of two real polynomials of degree $k$. Hence, Euler considers the multiplication mapping $\mathrm{V}_{(k, k)}: \mathbb{R}^{k} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{2 k},(F, G) \mapsto F G$, for monic real polynomials $F, G$ of degree $k$, and shows that this mapping is surjective. Here and in the following, we identify quite generally any $m$-tuple $\left(x_{1}, \ldots, x_{m}\right) \in A^{m}$ of elements of a commutative ring $A$ with the monic polynomial

$$
Z^{m}-x_{1} Z^{m-1}+\cdots+(-1)^{m} x_{m} \in A[Z]
$$

of degree $m \in \mathbb{N}$. Euler's proof is algebraic in the following sense. He only assumes that the Intermediate Value Theorem holds for real polynomials. In modern terminology, this is equivalent to saying that the field $\mathbb{R}$ of real numbers is a real closed field (cf. [8, Chapter 11]).

This is the motivation for the general setting throughout this article: For an arbitrary $r$-tuple $\mathbf{m}=\left(m_{1}, \ldots, m_{r}\right) \in\left(\mathbb{N}^{*}\right)^{r}$ with $|\mathbf{m}|=m_{1}+\cdots+m_{r}$ and an arbitrary field $K$, we consider the multiplication mapping

$$
\mathrm{V}_{\mathbf{m}}: K^{\mathbf{m}}=K^{m_{1}} \times \cdots \times K^{m_{r}} \longrightarrow K^{|\mathbf{m}|}=K^{m_{1}+\cdots+m_{r}}
$$

defined by $\left(F_{1}, \ldots, F_{r}\right) \mapsto F_{1} \cdots F_{r}$ for monic polynomials $F_{1}, \ldots, F_{r}$ over $K$ of degrees $m_{1}, \ldots, m_{r}$, respectively. For $\mathbf{m}=(1, \ldots, 1)$ this is the classical Vieta mapping. Therefore we call all these mappings (generalized) Vieta mappings. A monic polynomial $H$ over $K$ of degree $|\mathbf{m}|$ belongs to the image of $\mathrm{V}_{\mathbf{m}}: K^{\mathbf{m}} \rightarrow K^{|\mathbf{m}|}$ if $H$ is a product of monic polynomials of degrees $m_{1}, \ldots, m_{r}$. Hence, we are interested in the set of points $y \in K^{|\mathbf{m}|}$ for which the fiber $\mathrm{V}_{\mathbf{m}}^{-1}(y)$ is non-empty. (Here $y$ represents the polynomial $H$.) Note that $\mathbf{V}_{\mathbf{m}}$ is a polynomial mapping. It is described by polynomials

$$
\begin{gathered}
T_{1}\left(X_{1}^{(1)}, \ldots, X_{m_{1}}^{(1)} ; \ldots ; X_{1}^{(r)}, \ldots, X_{m_{r}}^{(r)}\right)=T_{1}\left(X^{(1)} ; \ldots ; X^{(r)}\right), \\
\vdots \\
T_{|\mathbf{m}|}\left(X_{1}^{(1)}, \ldots, X_{m_{1}}^{(1)} ; \ldots ; X_{1}^{(r)}, \ldots, X_{m_{r}}^{(r)}\right)=T_{|\mathbf{m}|}\left(X^{(1)} ; \ldots ; X^{(r)}\right),
\end{gathered}
$$

where $X^{(\rho)}=\left(X_{1}^{(\rho)}, \ldots, X_{m_{\rho}}^{(\rho)}\right)$ are the indeterminates for the coordinate functions of $K^{m_{\rho}}$. This means that the mapping $\mathrm{V}_{\mathbf{m}}$ belongs to the $K$-algebra homomorphism

$$
v_{\mathbf{m}}: K[Y]=K\left[Y_{1}, \ldots, Y_{|\mathbf{m}|}\right] \longrightarrow K[X]=K\left[X^{(1)} ; \ldots ; X^{(r)}\right]
$$

with $Y_{i} \mapsto T_{i}, i=1, \ldots,|\mathbf{m}|$, in the following sense: $\mathrm{V}_{\mathbf{m}}$ is the restriction of $v_{\mathbf{m}}^{*}: \operatorname{Spec} K[X] \rightarrow \operatorname{Spec} K[Y]$ to the set of $K$-rational points $K-\operatorname{Spec} K[X]=K^{\mathbf{m}}$ and $K-$ $\operatorname{Spec} K[Y]=K^{|\mathbf{m}|}$. The fiber of $v_{\mathbf{m}}^{*}$ over $y \in K^{|\mathbf{m}|} \subseteq \operatorname{Spec} K[Y]$ is $\operatorname{Spec} P(y)$, where $P(y)$ is the fiber algebra

$$
P(y):=K[X] / \mathfrak{m}_{y} K[X]=K[X] /\left\langle T_{1}-y_{1}, \ldots, T_{|\mathbf{m}|}-y_{|\mathbf{m}|}\right\rangle
$$

of $v_{\mathbf{m}}$ over $y$, where $\mathfrak{m}_{y}=\left\langle Y_{1}-y_{1}, \ldots, Y_{|\mathbf{m}|}-y_{|\mathbf{m}|}\right\rangle$ is the maximal ideal in $K[Y]$ belonging to the point $y$. Hence, the fiber of $\mathrm{V}_{\mathbf{m}}$ over $y$ is $K-\operatorname{Spec} P(y)$ and $\mathrm{V}_{\mathbf{m}}^{-1}(y) \neq \emptyset$ is equivalent to $K-\operatorname{Spec} P(y) \neq \emptyset$. For these elementary and basic notions, which describe the interrelation between algebraic and geometric objects, we refer to the introductory course [9]. It is easy to see that $v_{\mathbf{m}}$ is a finite $K$-algebra homomorphism of degree $\binom{|\mathbf{m}|}{\mathbf{m}}$, cf. Section

5, i.e. $K[X]$ is a finite (and even free) $K[Y]$-module of $\operatorname{rank}\binom{\mathbf{m} \mid}{\mathbf{m}}$ via $v_{\mathbf{m}}$. Therefore, all the fiber algebras $P(y), y \in K^{|\mathbf{m}|}$, are finite $K$-algebras.

So, we are looking for criteria which guarantee that a finite $K$-algebra has a K-rational point, i.e. a maximal ideal with residue class field $K$. This is the content of Sections 1-3. The main tools are the trace form considered as a quadratic form and its generalizations, which are defined in a canonical way by $K$-linear forms on such algebras. For an ordered field $K$, the signatures of these forms are of particular importance. The main results are Theorem 3.2 and Theorem 3.4. The latter theorem proves to be very useful in connection with the mapping degree. We define it for finite polynomial mappings $T: K^{N} \rightarrow K^{N}$ over an ordered field $K$ as the (constant) signature of the generalized trace form on the fibers $P(y), y \in K^{N}$, which is derived from the $K$-algebra homomorphism $\tau: K[Y] \rightarrow K[X]$ belonging to $T$ as described in [11]. This mapping degree $\delta(T)=\delta(\tau)$ is the counterpart of the topological mapping degree in case $K=\mathbb{R}$, cf. also [4]. If $K$ is a real closed field and $\delta(T) \neq 0$ then $T$ is surjective (Theorem 4.6). Since the mapping degrees of the Vieta mappings are easily calculated (cf. Theorem 5.5) this gives the surjectivity of these mappings for all cases for which surjectivity can be expected. In particular, Euler's case $\mathrm{V}_{(k, k)}: K^{k} \times K^{k} \rightarrow K^{2 k}, k=2^{\gamma}, \gamma \in \mathbb{N}^{*}$, is settled in this way, which yields the FTA, cf. Theorem 5.6 and Theorem 5.7. In the last Section 6, we come back to Euler's original considerations. What he really proves, in an ingenious way, is the existence of a nonzero polynomial $E$ in $2 k$ variables over $K$ such that every monic polynomial $H$ of degree $2 k$ over $K$ with $E(H) \neq 0$ belongs to the image of $\mathrm{V}_{(k, k)}, k$ as above (cf. Theorem 6.1). From this "generic" result, the FTA can be derived already with the trace form using Theorem 3.2.

In this article "ring" always means "commutative ring with unity". For a sequence $a=\left(a_{1}, \ldots, a_{r}\right)$ of elements of a ring, $\langle a\rangle=\left\langle a_{1}, \ldots, a_{r}\right\rangle$ denotes the ideal generated by $a_{1}, \ldots, a_{r}$ in the ring under consideration (which, for example, may be a subring containing these elements).

## § 1 Symmetric bilinear forms over ordered fields

In this section, $K$ always denotes an ordered field. Thus, $K$ is a field with a total order $\leq$, which satisfies the usual rules of monotony for addition and multiplication. Then $K$ is equipped with the order topology, for which the open intervals $] a, b[, a, b \in K, a<b$, form a base. The vector spaces $K^{n}, n \in \mathbb{N}$, are endowed with the product topology (with a base given by the open cuboids $] a_{1}, b_{1}[\times \cdots \times] a_{n}, b_{n}\left[, a_{i}<b_{i}, i=1, \ldots, n\right)$. Addition, multiplication and inverse are continuous functions on $K \times K$ and $K^{\times}=K \backslash\{0\}$, respectively. It follows that polynomial functions and more general rational functions $F / G$ in $n$ variables are continuous $K$-valued functions on $K^{n}$ outside of the (closed) zero set of the denominator $G$. Furthermore, the topology of $K^{n}$ transfers uniquely to every $n$-dimensional $K$-vector space by a $K$-linear isomorphism $f: V \rightarrow K^{n}$. Any other isomorphism $g: V \rightarrow K^{n}$ defines the same topology, since $g f^{-1}: K^{n} \rightarrow K^{n}$ and $\left(g f^{-1}\right)^{-1}=f g^{-1}: K^{n} \rightarrow K^{n}$ are continuous (polynomial) mappings. Thus, polynomial and rational functions are also defined on any finite-dimensional vector space $V$ by such an isomorphism $f: V \rightarrow K^{n}$. The topology on $V$ may be characterized as the small-
est topology for which the $K$-linear functions $V \rightarrow K$ are continuous (with respect to the topology on $K$ from above). If necessary, we call the topology on $V$ just described the strong topology on $V$ (in contrast to the Zariski topology, which is weaker if $V \neq 0$ ).

For two points $x, y \in V$ the (closed) line segment $[x, y]=[y, x]$ is the set $\{(1-t) x+$ $t y \mid t \in K, 0 \leq t \leq 1\}$. For $x_{0}, \ldots, x_{r} \in V, r \geq 1$, we denote by $\left[x_{1}, \ldots, x_{r}\right]=\bigcup_{i=1}^{r}\left[x_{i-1}, x_{i}\right]$ the broken line from $x_{0}$ to $x_{r}$. A subset $A \subseteq V$ is called line connected if for any two points $x, y \in A$ there is a broken line from $x$ to $y$ which lies entirely in $A$. If $K=\mathbb{R}$ and $A \subseteq V$ is open, the notion of "line connected" is equivalent to the topological notion of "connected", whereas the only topologically connected subspaces of $K=\mathbb{Q}$ are the singletons. If $V$ is a line, i.e. 1 -dimensional, and if $x \in V$, then $V \backslash\{x\}$ is not line connected. However, if $\operatorname{Dim}_{K} V \geq 2$, then $V \backslash\{x\}$ is always line connected: If $u, w \in$ $V \backslash\{x\}$ are arbitrary points, there is always a point $v \in V \backslash\{x\}$ such that $[u, v, w] \subseteq V \backslash\{x\}$. Obviously, the more general statement holds:
1.1 Lemma If $U_{1}, \ldots, U_{k}$ are affine subspaces of codimension $\geq 2$ of a finite-dimensional $K$-vector space $V$ and if $A \subseteq V$ is open and line connected, then $A \backslash \bigcup_{j=1}^{k} U_{j}$ is (open and) line connected.

Now, let $\Phi$ be a symmetric bilinear form on the finite-dimensional $K$-vector space $V$. We identify any symmetric bilinear form $\Phi$ over a field of characteristic $\neq 2$ with its associated quadratic form $Q=Q_{\Phi}$ such that $Q(x)=\Phi(x, x)$. The bilinear form $\Phi$ is determined by $Q$ via the polarization formula $\Phi(x, y)=\frac{1}{2}(Q(x+y)-Q(x)-Q(y))$. It is well-known that there exists a $\Phi$-orthogonal base $v_{1}, \ldots, v_{n}$ of $V$ (such that $\Phi\left(v_{i}, v_{j}\right)=0$ for $\left.i \neq j\right)$. Let $v_{1}, \ldots, v_{n}$ be normalized in such a way that the Gramian matrix $\left(\Phi\left(v_{i}, v_{j}\right)\right)_{1 \leq i, j \leq n}$ is a diagonal matrix $\operatorname{diag}\left(a_{1}, \ldots, a_{p}, b_{1}, \ldots, b_{q}, 0, \ldots, 0\right)$ with $a_{1}, \ldots, a_{p}>0$ and $b_{1}, \ldots, b_{q}<0$. Then $p$ and $q$ are uniquely determined by $\Phi$, i.e. they are independent of the choice of the orthogonal base $v_{1}, \ldots, v_{n}$ (Sylvester's Theorem of Inertia). Indeed, $p$ equals the maximum of the dimensions of subspaces $U$ of $V$ on which $\Phi$ is positive definite, i.e. $\Phi(x, x)>0$ on $U \backslash\{0\}$, and $q$ is the maximum of the dimensions of subspaces $U$ on which $\Phi$ is negative definite. The sum $p+q$ is the $\operatorname{rank}$ of $\Phi$, the difference $p-q$ its signature and $(p, q)$ is the type of $\Phi$. We denote them by rank $\Phi, \operatorname{sign} \Phi$ and type $\Phi$, respectively. Often the type of $\Phi$ can be determined by the well-known Criterion of Hurwitz: If $u_{1}, \ldots, u_{n}$ is an arbitrary base of $V$ and if all principal $\operatorname{minors} D_{m}:=\operatorname{det}\left(\Phi\left(u_{i}, u_{j}\right)\right)_{1 \leq i, j \leq m}, m=0, \ldots, n$, are non-zero, then type $\Phi=(n-q, q)$, where $q$ denotes the number of sign changes in the sequence $D_{0}=1, D_{1}, \ldots, D_{m}$. If $\mathfrak{A}=\left(a_{i j}\right) \in \mathrm{M}_{n}(K)$ is a symmetric matrix, then $\operatorname{rank} \mathfrak{A}:=\operatorname{rank} \Phi, \operatorname{sign} \mathfrak{A}:=\operatorname{sign} \Phi$ and type $\mathfrak{A}:=$ type $\Phi$, where $\Phi=\Phi_{\mathfrak{A}}$ is the symmetric bilinear form on $K^{n}$ defined by $\mathfrak{A}$ (with $\Phi\left(e_{i}, e_{j}\right)=a_{i j}, 1 \leq i, j \leq n$, where $e_{1}, \ldots, e_{n}$ is the standard base of $K^{n}$ ). Of course, rank $\mathfrak{A}$ coincides with the usual rank of the matrix $\mathfrak{A}$.

The Criterion of Hurwitz yields easily the following lemma:
1.2 Lemma Let $F_{i j} \in K[T], 1 \leq i, j \leq n$, be polynomials such that $F_{i j}=F_{j i}$. If the Gramian matrix $\left(F_{i j}(s)\right)_{1 \leq i, j \leq n}$ defines a non-degenerate bilinear form for some $s \in K$, then there exists an $\varepsilon>0$ such that the type of the Gramian matrices $\left(F_{i j}(t)\right)_{1 \leq i, j \leq n}$ is the same for all $t \in] s-\varepsilon, s+\varepsilon$. (In this sense, being of type $(p, q)$ is an open property for non-degenerate symmetric bilinear forms over K.)

Proof: By a linear change of coordinates on $K^{n}$, we may assume that $\left(F_{i j}(s)\right)_{1 \leq i, j \leq n}$ is a diagonal matrix $\operatorname{diag}\left(a_{1}, \ldots, a_{p}, b_{1}, \ldots, b_{q}\right)$ such that $a_{i}>0, b_{j}<0$ and $p+q=n$. Then the principal minors $D_{m}(t)=\left(F_{i j}(t)\right)_{1 \leq i, j \leq m}, m=1, \ldots, n$, are non-zero and there exists an $\varepsilon>0$ such that $D_{m}(t)$ has the same sign as $D_{m}(s)$ for all $\left.t \in\right] s-\varepsilon, s+\varepsilon$ [ and all $m=0, \ldots, n$ (because the polynomial functions $D_{m}(t)$ are continuous). This proves Lemma 1.2 by the Criterion of Hurwitz.

If in Lemma 1.2 the Gramian matrix $\left(F_{i j}(s)\right)$ is degenerate of type $(p, q)$, then for some $\varepsilon>0$ the Gramian matrix $\left(F_{i j}(t)\right)$ is of type $\left(p^{\prime}, q^{\prime}\right)$ with $p^{\prime} \geq p, q^{\prime} \geq q$ for all $t \in$ $] s-\varepsilon, s+\varepsilon[$.

Now, let $K$ be in addition real closed, that is, $K$ suffices the Intermediate Value Theorem (IVT) for polynomial functions: If $F \in K[T]$ is a polynomial with coefficients in $K$ such that $F(a) F(b)<0$ for some $a, b \in K$, then $F$ has a zero in $[a, b]$. In other words, the values $F(t), t \in[a, b]$, have the same sign if $F$ has no zero on $[a, b]$. In particular, every polynomial of odd degree has a zero in $K$. Generally, a field with this property is called a 2 -field. Hence, a real closed field is a 2 -field. Furthermore, every monic polynomial $F$ over a real closed field $K$ has a positive zero in $K$ if $F(0)<0$ (since $F(x)>0$ for "large" $x$ ). For the general theory of real closed fields, we refer to Chapter 11 of [8], but we make use of it only in Remark 3.3.

We now consider families of non-degenerate symmetric bilinear forms on $n$-dimensional $K$-vector spaces and their Gramian matrices $\left(R_{i j}(t)\right)_{1 \leq i, j \leq n}$, where $R_{i j}(t)=R_{i j}\left(t_{1}, \ldots, t_{N}\right)$ are rational functions on a subset $A \subseteq K^{N}$. In this situation the following holds:
1.3 Rigidity Theorem for Quadratic Forms Let $K$ be a real closed field and let $R_{i j}$, $1 \leq i, j \leq n$, be rational functions on a line connected subset $A \subseteq K^{N}$ such that $R_{i j}=R_{j i}$ and $\operatorname{det}\left(\left(R_{i j}(t)\right)_{1 \leq i, j \leq n}\right) \neq 0$ for all $t \in A$. Then all the matrices $\left(R_{i j}(t)\right)_{1 \leq i, j \leq n} \in \mathrm{M}_{n}(K)$, $t \in A$, have the same type $(p, q)$, or equivalently, the same signature $p-q$.

Proof: It suffices to prove that the signature on a line segment in $A$ is constant. We may parametrize the points on this line segment by the interval $[0,1] \subseteq K$ and assume $R_{i j}=$ $F_{i j} / G_{i j}$ to be rational functions defined on $[0,1]$, where $F_{i j}, G_{i j}$ are polynomial functions and $G_{i j}$ does not vanish on $[0,1]$. Expanding the fractions yields a common denominator $G$. By the Intermediate Value Theorem, the values of $G$ have constant sign on $[0,1]$, say $G>0$ on $[0,1]$. Then, for $t \in[0,1]$ the symmetric matrices $\left(R_{i j}(t)\right)$ and $\left(F_{i j}(t)\right)$ have the same type. A linear change of coordinates on $K^{n}$ turns $\left(F_{i j}(0)\right)$ into a diagonal matrix $\operatorname{Diag}\left(a_{1}, \ldots, a_{p}, b_{1}, \ldots, b_{q}\right)$ such that $a_{i}>0, b_{j}<0$ and $p+q=n$. In particular, the principal minors $D_{m}(t)=\operatorname{det}\left(\left(F_{i j}(t)\right)_{1 \leq i, j \leq m}\right.$ are then non-zero polynomials for all $m=0, \ldots, n$, and the sequence $D_{0}(0), D_{1}(0), \ldots, D_{m}(0)$ has $q$ sign changes. Hence, there are points $0=t_{0}<t_{1}<\cdots<t_{\ell}=1$ such that all $D_{m}(t)$ are $\neq 0$ on the intervals $\left[0, t_{1}[\right.$ and $] t_{i}, t_{i+1}\left[, i=1, \ldots, \ell-1\right.$. On each of these intervals, by IVT, all minors $D_{m}(t)$ have the same sign and hence, by Hurwitz's Criterion, the matrices $\left(F_{i j}(t)\right)_{1 \leq i, j \leq n}$ the same type. That the type is constant even on $[0,1]$ follows now from Lemma 1.2.

Obviously, the validity of the Rigiditiy Theorem 1.3 characterizes the real closed fields in the class of all ordered fields.

## §2 Finite Algebras over Fields

As explained in the introduction, we have to study finite (commutative) algebras over a field $K$ which occur as fiber algebras of a finite homomorphism of $K$-algebras, and to look for their $K$-rational points. These points are in one-to-one correspondence to the maximal ideals of the given $K$-algebra $A$ with residue class field $K$, or equivalently, to the $K$-algebra homomorphisms $A \rightarrow K$. We denote the set of these points by $K-\operatorname{Spec} A$. It is a subset of the maximal spectrum $\operatorname{Spm} A$ of $A$, that is the set of maximal ideals of $A$, which itself is a subset of the prime spectrum $\operatorname{Spec} A$ of $A$, that is, the set of prime ideals of $A$.

If $A$ is a finite $K$-algebra, i. e. finite as a $K$-vector space, then $\operatorname{Spm} A=\operatorname{Spec} A$ (since any finite $K$-algebra which is an integral domain is already a field). Moreover, $\operatorname{Spm} A$ is $a$ finite set. This follows immediately from the Chinese Remainder Theorem: If $\mathfrak{m}_{i}, i \in I$, is a finite family of pairwise distinct maximal ideals of $A$, then the canonical $K$-algebra homomorphism $A \rightarrow \prod_{i \in I} A / \mathfrak{m}_{i}$ is surjective. In particular, the cardinality of $\operatorname{Spm} A$ is at most $\operatorname{Dim}_{K} A$ (and equality holds if and only if $A$ is isomorphic to the product algebra $\left.K^{\operatorname{Dim}_{K} A}\right)$.

Now, let $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{r}$ be the (pairwise distinct) maximal ideals of the finite $K$-algebra $A$. Then the group of units $A^{\times}$of $A$ is $A \backslash \bigcup_{i=1}^{r} \mathfrak{m}_{i}$. Further, the canonical homomorphism $A \rightarrow \prod_{\rho=1}^{r} A_{\mathfrak{m}_{\rho}}$ is injective (where, quite generally, $A_{\mathfrak{p}}$ denotes the localization of a commutative ring $A$ at a prime ideal $\mathfrak{p} \subseteq A$ ). In our special case, it is also surjective and hence an isomorphism, cf. Corollary 55.16 of [12]. Therefore, $A$ is the direct product of the local finite $K$-algebras $A_{\rho}:=A_{\mathfrak{m}_{\rho}}, \rho=1, \ldots, r$, which are called the local components of $A$. Furthermore, we get

$$
\operatorname{Dim}_{K} A=\sum_{\rho=1}^{r} \operatorname{Dim}_{K} A_{\rho}=\sum_{\rho=1}^{r} \ell\left(A_{\rho}\right) \cdot\left[K_{\rho}: K\right],
$$

where, for $\rho=1, \ldots, r, K_{\rho}$ is the residue class field $A / \mathfrak{m}_{\rho}$ and $\ell\left(A_{\rho}\right)$ the (finite) length of $A_{\rho}$, i. e. the length $\ell$ of a composition series $0=\mathfrak{a}_{0} \subset \mathfrak{a}_{1} \subset \cdots \subset \mathfrak{a}_{\ell}=A_{\rho}$ with $\mathfrak{a}_{i+1} / \mathfrak{a}_{i} \cong A / \mathfrak{m}_{\rho}, i=1, \ldots, \ell-1$. For example, if $K$ is a 2-field, then $\left[K_{\rho}: K\right]$ is even if $K_{\rho}$ is a non-trivial field extension of $K$ and, in particular, $K-\operatorname{Spec} A \neq \emptyset$ if $\operatorname{Dim}_{K} A$ is odd. Later we will derive directly from this that the degree of a finite field extension of a 2-field is always a power of 2, cf. Example 5.3.

The Jacobson radical $\mathfrak{m}_{A}:=\mathfrak{m}_{1} \cap \cdots \cap \mathfrak{m}_{r}$ of $A$ coincides with the nil radical $\mathfrak{n}_{A}$, which is the ideal of all nilpotent elements in $A .{ }^{1}$ The ideal $\mathfrak{m}_{A}=\mathfrak{n}_{A}$ is the zero ideal, i.e. $A$ is reduced, if and only if $A=K_{1} \times \cdots \times K_{r}$ is the product of its residue class fields. If moreover all the field extensions $K_{\rho}$ of $K$ are separable, then $A$ is called a (finite) separable $K$-algebra.
2.1 Example Let $A$ be a finite $K$-algebra with a primitive element $x \in A$, i.e. a generator of $A$ as a $K$-algebra. Then $A=K[x] \cong K[X] /\left\langle\mu_{x}\right\rangle$, where $\mu_{x}$ is the minimal polynomial of $x$ which is monic and generates the kernel of the (surjective) substitution homomorphism $K[X] \rightarrow A, X \mapsto x$. If $\mu_{x}=\pi_{1}^{\alpha_{1}} \cdots \pi_{r}^{\alpha_{r}}$ is the canonical factorization of $\mu_{x}$ in $K[X]$ with pairwise

[^0]distinct monic prime polynomials $\pi_{1}, \ldots, \pi_{r}$ and (positive) exponents $\alpha_{1}, \ldots, \alpha_{r} \in \mathbb{N}^{*}$, then $A_{\rho}:=$ $K[X] /\left\langle\pi_{\rho}^{\alpha_{\rho}}\right\rangle$ are the local components of $A$ and $K_{\rho}:=K[X] /\left\langle\pi_{\rho}\right\rangle$ its residue class fields, $\rho=$ $1, \ldots, r$. The $K$-rational points of $A$ correspond to the linear prime factors of $\mu_{x}$, i.e. to the zeros of $\mu_{x}$ in $K$. The radical of $A$ is generated by $\pi_{1}(x) \cdots \pi_{r}(x) \in A$ and $A$ is reduced if and only if $\alpha_{1}=\cdots=\alpha_{r}=1$. $A$ is a separable $K$-algebra if, moreover, all prime factors $\pi_{1}, \ldots, \pi_{r}$ of $\mu_{x}$ are separable prime polynomials. Together, these conditions are equivalent with $\operatorname{gcd}\left(\mu_{x}, \mu_{x}^{\prime}\right)=1$, where $\mu_{x}^{\prime}$ is the derivative of $\mu_{x}$.

In the theory of solving polynomial equations a primitive element of a finite $K$-algebra $A$ is often called a resolvent of $A$ and its minimal polynomial a resolvent polynomial (or a resolvent equation) for $A .^{2}$ A finite separable algebra over an infinite field $K$ has always a resolvent. To prove this Primitive Element Theorem one may use a (finite) field extension $K \subseteq L$ such that all residue class fields of the $L$-algebra $A_{(L)}=L \otimes_{K} A$ coincide with $L .\left(L\right.$ is then called a splitting field of $A$.) Since $A_{(L)}$ is separable over $L$ (by Lemma 3.1 below, for instance), it is isomorphic to the product algebra $L^{n}, n:=\operatorname{Dim}_{L} A_{(L)}=\operatorname{Dim}_{K} A$, and therefore has a primitive element. (Any $n$-tuple in $L^{n}$ with $n$ pairwise distinct components is a primitive element !) Then the $K$-algebra itself has also a primitve element (since $K$ is infinite by assumption).

A resolvent of a (finite) Galois field extension of $K$ (which exists by the Primitive Element Theorem) is called a Galois resolvent and the resolvent polynomial belonging to it a Galois resolvent polynomial.

## §3 The Trace Form and its Generalizations

Let $A$ be a finite algebra over a field $K$. A classical tool for studying $A$ is the $\operatorname{trace}$ form, which is the symmetric $K$-bilinear form $\operatorname{tr}:(f, g) \mapsto \operatorname{tr}_{K}^{A}(f g)$ on $A$. Usually, we denote it as the trace itself, by $\operatorname{tr}=\operatorname{tr}_{K}^{A}$ (thus, $\operatorname{tr}(f, g)=\operatorname{tr}(f g)$ ). The decomposition of $A=A_{1} \times \cdots \times A_{r}$ into its local components (cf. Section 2) yields the orthogonal decomposition

$$
\operatorname{tr}_{K}^{A}=\operatorname{tr}_{K}^{A_{1}} \oplus \cdots \oplus \operatorname{tr}_{K}^{A_{r}}
$$

of the trace form. The degeneration space $A^{\perp}=A^{\perp \text { tr }}=\{f \in A \mid \operatorname{tr}(A f)=0\}$ is an ideal in $A$.
3.1 Lemma The radical $\mathfrak{m}_{A}=\mathfrak{n}_{A}$ is always contained in the degeneration space $A^{\perp}$ of the trace form. Both ideals coincide if and only if all the residue class fields of $A$ are separable over $K$, that is, if and only if the reduction $A_{\mathrm{red}}=A / \mathfrak{n}_{A}$ is a separable $K$ algebra. - In particular, the trace form is non-degenerate if and only if $A$ is a separable K-algebra.

Proof: If $f \in \mathfrak{n}_{A}$, then $g f \in \mathfrak{n}_{A}$ for every $g \in A$. Therefore, multiplication with $g f$ is a nilpotent operator on $A$ and $\operatorname{tr}(g f)=0$. Hence, $\mathfrak{n}_{A} \subseteq A^{\perp}$. For the additional statements it suffices to show that the trace form of a reduced finite $K$-algebra $A=K_{1} \times \cdots \times K_{r}$ is non-degenerate if and only if $A$ is a separable $K$-algebra. Since $\operatorname{tr}_{K}^{A}=\operatorname{tr}_{K}^{K_{1}} \oplus \cdots \oplus \operatorname{tr}_{K}^{K_{r}}$, we have to show that for a finite field extension $K \subseteq L$ the trace form $\operatorname{tr}_{K}^{L}$ is non-degenerate if and only if $L$ is separable over $K$. But this follows from the well-known fact that the linear form $\operatorname{tr}_{K}^{L}: L \rightarrow K$ is non-zero if and only if $L$ is separable over $K$.

[^1]In case $K$ is a field of characteristic zero, $A_{\text {red }}$ is always separable over $K$ and $A^{\perp}=\mathfrak{n}_{A}$. The inclusion $A^{\perp} \subseteq \mathfrak{n}_{A}$ may be deduced in this case in the following simple way: If $f \in A^{\perp}$, then, in particular, $\operatorname{tr}_{K}^{A}\left(f^{n}\right)=0$ for all $n \in \mathbb{N}^{*}$. Now, a well-known result in linear algebra states that in characteristic zero a linear operator $f$ on a finite-dimensional vector space $V$ with $\operatorname{tr}\left(f^{n}\right)=0$ for all $n \in \mathbb{N}^{*}$ (or at least for all $n=1, \ldots, \operatorname{Dim}_{K} V$ ) is nilpotent.
From the previous Lemma 3.1, we get

$$
\operatorname{rank} \operatorname{tr}_{K}^{A}=\operatorname{Dim}_{K}\left(A / \mathfrak{m}_{A}\right)=\sum_{\rho=1}^{r}\left[K_{\rho}: K\right]
$$

if $A_{\text {red }}$ is separable over $K$. Moreover, if $K$ is an ordered field, then

$$
\text { type } \operatorname{tr}_{K}^{A}=\sum_{\rho=1}^{r} \text { type } \operatorname{tr}_{K}^{K_{\rho}} \quad \text { and } \quad \operatorname{sign} \operatorname{tr}_{K}^{A}=\sum_{\rho=1}^{r} \operatorname{sign} \operatorname{tr}_{K}^{K_{\rho}}
$$

Now, we prove the following important and classical criterion for the existence of K rational points for real closed fields. The Fundamental Theorem of Algebra is not needed for its proof.
3.2 Theorem Let $A$ be a finite commutative algebra over a real closed field $K$. Then

$$
\operatorname{sign} \operatorname{tr}_{K}^{A}=\# K-\operatorname{Spec} A
$$

In particular, $K$ is a residue class field of $A$ if and only if $\operatorname{sign} \operatorname{tr}_{K}^{A} \neq 0$.
Proof: Since sign $\operatorname{tr}_{K}^{K}=1$ and by the formula above, it suffices to show that signtr ${ }_{K}^{L}=0$ for every finite field extension $L \neq K$ of $K$. To prove this, we consider for every $x \in L$, $x \neq 0$, the symmetric bilinear forms $\Phi_{x}:(f, g) \mapsto \operatorname{tr}_{K}^{L}(x f g)$ on $L$ which, like $\operatorname{tr}_{K}^{L}$, are nondegenerate. We have $\Phi_{1}=\operatorname{tr}_{K}^{L}$ and $\Phi_{-1}=-\operatorname{tr}_{K}^{L}$. Since $\operatorname{Dim}_{K} L \geq 2$, the punctured space $L^{\times}=L \backslash\{0\}$ is line connected and, by the Rigidity Theorem for Quadratic Forms 1.3, the signature $\operatorname{sign} \Phi_{x}$ is constant on $L^{\times}$. In particular, $\operatorname{sign} \operatorname{tr}_{K}^{L}=\operatorname{sign}\left(-\operatorname{tr}_{K}^{L}\right)=-\operatorname{signtr}{ }_{K}^{L}$, and therefore signtr ${ }_{K}^{L}=0$.

For the real case $K=\mathbb{R}$, Theorem 3.2 is a classical result in linear algebra, cf. Theorem 94.7 of [12], but generally the Fundamental Theorem of Algebra (see Theorem 5.6 below) is used in the proof. It states that the only non-trivial field extension $L$ of a real closed field $K$ is, up to isomorphism, given by the quadratic extension $L=\mathbb{C}_{K}=K[i]=$ $K[\sqrt{-1}]$ of complex numbers over $K$. The Gramian matrix of $\operatorname{tr}_{K}^{\mathbb{C}_{K}}$ with respect to the basis $1, i$ is given by

$$
\left(\begin{array}{cc}
\operatorname{tr}(1) & \operatorname{tr}(i) \\
\operatorname{tr}(i) & \operatorname{tr}(-1)
\end{array}\right)=\left(\begin{array}{rr}
2 & 0 \\
0 & -2
\end{array}\right) .
$$

Thus, type $\operatorname{tr}_{K}^{\mathbb{C}_{K}}=(1,1)$ and sign $\operatorname{tr}_{K}^{\mathbb{C}_{K}}=0$.
3.3 Remark An arbitrary ordered field $K$ is (order-preservingly) embeddable into a real closed field $\hat{K}$ (see Theorem 11.4 of [8]). Now, if $A$ is a finite $K$-algebra and if $\hat{A}:=\hat{K} \otimes_{K} A$, then, obviously, sign $\operatorname{tr}_{K}^{A}=\operatorname{sign} \operatorname{tr}_{\widehat{K}}^{\hat{A}}$ and hence by Theorem 3.2, sign $\operatorname{tr}_{K}^{A}=\# \operatorname{Hom}_{\hat{K} \text {-alg }}(\hat{A}, \hat{K})=\# \operatorname{Hom}_{K \text {-alg }}(A, \hat{K})$ is the number of $\hat{K}$-valued points of $A$.

The statement of Theorem 3.2 may be generalized to some extent. For this, we start again with a finite algebra $A$ over an arbitrary field $K$. As well as for the trace form, one can associate to any $K$-linear form $\alpha: A \rightarrow K$ the symmetric bilinear form

$$
\Phi_{\alpha}: A \times A \longrightarrow K, \quad(f, g) \longmapsto \alpha(f g)
$$

This defines a $K$-linear embedding of the dualizing module

$$
E:=E_{A \mid K}:=\operatorname{Hom}_{K}(A, K)
$$

into the space of symmetric bilinear forms on $A$. The elements of the image are called generalized trace forms on $A$. Note that $E$ is also an $A$-module by $(g \alpha)(f)=$ $\alpha(f g)$ for $\alpha \in E, g, f \in A$. Thus, $\Phi_{\alpha}(f, g)=(g \alpha)(f)=(f \alpha)(g)$. The degeneration space $A^{\perp \alpha}$ of $\Phi_{\alpha}$ is the largest ideal of $A$ contained in $\operatorname{ker} \alpha$. If $\bar{\alpha}: A / A^{\perp \alpha} \rightarrow K$ denotes the linear form on $\bar{A}:=A / A^{\perp_{\alpha}}$ induced by $\alpha$, then $\operatorname{rank} \Phi_{\alpha}=\operatorname{rank} \Phi_{\bar{\alpha}}$. If, in addition, $K$ is an ordered field then type $\Phi_{\alpha}=\operatorname{type} \Phi_{\bar{\alpha}}$ and $\operatorname{sign} \Phi_{\alpha}=\operatorname{sign} \Phi_{\bar{\alpha}}$. The bilinear form $\Phi_{\bar{\alpha}}$ is non-degenerate on $A$. In general, $\Phi_{\alpha}$ is non-degenerate if and only if $f \alpha \neq 0$ for all $f \in A \backslash\{0\}$, that is, if $A \alpha \subseteq E$ is a free $A$-submodule of rank one. Since $\operatorname{Dim}_{K} E=$ $\operatorname{Dim}_{K} A$, even the equality $A \alpha=E$ holds, i.e. $\alpha$ is an $A$-base of $E$. A finite $K$-algebra is called a Frobenius algebra if it possesses such a $K$-linear form $\alpha$ for which $\Phi_{\alpha}$ is non-degenerate or, equivalently, if $E \cong A$ as $A$-modules. For instance, $A / A^{\perp \alpha}$ is a Frobenius algebra for every $\alpha \in E$.

With these notions, we can formulate now the announced partial generalization of Theorem 3.2 which will be an important argument in the constructions of the following sections:
3.4 Theorem Let $\alpha$ be a K-linear form on a finite commutative algebra $A$ over a real closed field $K$. If $\operatorname{sign} \Phi_{\alpha} \neq 0$, then $A$ has a $K$-rational point, i.e. $K$ - $\operatorname{Spec} A \neq \emptyset$.

Proof: Since $\operatorname{sign} \Phi_{\alpha}=\operatorname{sign} \Phi_{\bar{\alpha}}$ for the induced $\bar{\alpha}$ on $\bar{A}=A / A^{\perp \alpha}$, we may assume that $\Phi_{\bar{\alpha}}$ is non-degenerate. We consider the family of non-degenerate symmetric bilinear forms $\Phi_{f \alpha}, f \in A^{\times}=A \backslash\left(\mathfrak{m}_{1} \cup \cdots \cup \mathfrak{m}_{r}\right)$, where $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{r}$ denote the maximal ideals of $A$. If $A / \mathfrak{m}_{\rho} \neq K$ for every $\rho=1, \ldots, r$, then all $\mathfrak{m}_{\rho}$ have at least codimension 2 in $A$, and therefore $A^{\times}$is line connected by Lemma 1.1. By the Rigidity Theorem 1.3, then all $\Phi_{f \alpha}, f \in A^{\times}$, have the same signature. In particular, $\operatorname{sign} \Phi_{\alpha}=\operatorname{sign} \Phi_{-\alpha}=-\operatorname{sign} \Phi_{\alpha}$, hence $\operatorname{sign} \Phi_{\alpha}=0$. Contradiction!

The preceding result yields in particular: If $L$ is a non-trivial finite field extension of a real closed field $K$ and $\alpha: L \rightarrow K$ is a $K$-linear form on $L$, then $\operatorname{sign} \Phi_{\alpha}=0 .{ }^{3}$

## §4 The Algebraic Mapping Degree

The mapping degree of differential topology may also be described in purely algebraic terms. Here we do it only for finite polynomial mappings of affine spaces. This is sufficient for the purposes of this article. The basic results used for our construction are

[^2]provided by the article [11]. For another algebraic approach to the mapping degree in the real case ( $K=\mathbb{R}$ ) see [4].
We are interested in the Vieta mappings. These are special polynomial mappings
$$
T: K^{N} \longrightarrow K^{N}, \quad x \longmapsto y=T(x) .
$$

Here, $K$ is a field and $y=T(x)=\left(T_{1}(x), \ldots, T_{N}(x)\right)$ with polynomials $T_{1}, \ldots, T_{N} \in$ $K[X]=K\left[X_{1}, \ldots, X_{N}\right]$ in $N$ variables, $N \in \mathbb{N}$. We interpret $K^{N}$ as the set of $K$-rational points of $K[X]$ and $K[Y]=K\left[Y_{1}, \ldots, Y_{N}\right]$, respectively. Then $T$ is the restriction of the mapping $\tau^{*}$ to the set of $K$-rational points, where

$$
\tau^{*}=\operatorname{Spec} \tau: \operatorname{Spec} K[X] \longrightarrow \operatorname{Spec} K[Y]
$$

is the functorial mapping $\mathfrak{p} \mapsto \tau^{-1} \mathfrak{p}$ corresponding to the $K$-algebra homomorphism

$$
\tau: K[Y] \longrightarrow K[X], \quad Y_{i} \longmapsto T_{i}, i=1, \ldots, N .
$$

If $T$ is a Vieta mapping, then $\tau$ becomes a finite homomorphism, i.e. $K[X]$ is a finite $K[Y]$-module via $\tau$, cf. Section 5 .
Therefore, we assume from now on that $P:=K[X]$ is a finite algebra over $Q:=K[Y]$, i.e. that $P$ is a finite $Q$-module via $\tau$. Then we also say that $T: K^{N} \rightarrow K^{N}$ is a finite polynomial mapping. ${ }^{4}$

Under these assumptions, $\tau$ is injective and $P$ is a projective $Q$-module of finite rank $[K(X): K(Y)]=: n$. When convenient, we shall identify the indeterminates $Y_{i}$ with the images $\tau\left(Y_{i}\right)=T_{i}, i=1, \ldots, N$. The degree $n=[K(X): K(Y)]$ is called the sheet number of $\tau$ (or of $\tau^{*}$, or of $T$ ). Very often it is also called the degree of the mapping. By the solution of Serre's problem on projective modules over polynomial algebras over fields, $P$ is even a free $Q$-module. In the situations we are focussing on, this can always be seen directly, and $Q$-bases of $P$ can be computed effectively (mainly because we are in graded situations).

A $K$-rational point $y=\left(y_{1}, \ldots, y_{N}\right) \in K^{N}$ corresponds to the maximal ideal

$$
\mathfrak{m}_{y}=\left\langle Y_{1}-y_{1}, \ldots, Y_{N}-y_{N}\right\rangle \in \operatorname{Spm} Q \subseteq \operatorname{Spec} Q
$$

and the fiber $T^{-1}(y)$ is the set of $K$-rational points of the fiber algebra

$$
P(y):=P_{\mathfrak{m}_{y}} / \mathfrak{m}_{y} P_{\mathfrak{m}_{y}}=P / \mathfrak{m}_{y} P=P /\left\langle T_{1}-y_{1}, \ldots, T_{N}-y_{N}\right\rangle=K \otimes_{Q} P
$$

(where $K$ is considered as a $Q$-algebra via $Q \rightarrow K, Y_{i} \mapsto y_{i}$ ). In particular, y belongs to the image of $T: K^{N} \rightarrow K^{N}$ if and only if $K$-Spec $P(y) \neq \emptyset$. The $K$-algebra $P(y)$ is finite of dimension $n$ if $\tau: Q \rightarrow P$ is finite of degree $n$.
4.1 Example Let us assume that $K$ is a 2-field and that the sheet number $n=[K(X): K(Y)]$ of the finite polynomial mapping $T: K^{N} \rightarrow K^{N}$ is odd. Then all fiber algebras $P(y), y \in K^{N}$, of $T$ are of dimension $n$ and therefore have $K$-rational points, cf. Section 2. Hence, we have proved: Let $K$ be a 2-field. Then a finite polynomial mapping $T: K^{N} \rightarrow K^{N}$ of odd sheet number is always surjective.

We continue discussing finite polynomial mappings $T: K^{N} \rightarrow K^{N}$ for arbitrary fields $K$. According to [11], with the help of the finite $K$-algebra homomorphism $\tau: Q \rightarrow P$

[^3]a canonical $P$-base of the $P$-module $E:=E_{P \mid Q}=\operatorname{Hom}_{Q}(P, Q)$ can be constructed in the following way: ${ }^{5}$ The kernel of the multiplication mapping $\mu_{P}: P \otimes_{K} P \rightarrow P$ (with $F \otimes G \mapsto F G)$ is obviously generated by the polynomials $X_{1} \otimes 1-1 \otimes X_{1}, \ldots, X_{N} \otimes 1-$ $1 \otimes X_{N}$. It contains the elements $T_{1} \otimes 1-1 \otimes T_{1}, \ldots, T_{N} \otimes 1-1 \otimes T_{N}$. Thus, we have representations
$$
T_{j} \otimes 1-1 \otimes T_{j}=\sum_{i=1}^{N} A_{i j}\left(X_{i} \otimes 1-1 \otimes X_{i}\right), \quad j=1, \ldots, N,
$$
with (in general not uniquely determined) coefficients $A_{i j} \in P \otimes_{K} P$. But the canonical image
$$
\Delta \in P \otimes_{Q} P=P \otimes_{K} P /\left\langle T_{1} \otimes 1-1 \otimes T_{1}, \ldots, T_{N} \otimes 1-1 \otimes T_{N}\right\rangle
$$
of the determinant
$$
B:=\operatorname{det}\left(A_{i j}\right)_{1 \leq i, j \leq N} \in P \otimes_{K} P
$$
is unique (because both sequences $T_{1} \otimes 1-1 \otimes T_{1}, \ldots, T_{N} \otimes 1-1 \otimes T_{N}$ and $X_{1} \otimes 1-1 \otimes X_{1}, \ldots, X_{N} \otimes 1-1 \otimes X_{N}$ are regular sequences in the polynomial algebra $P \otimes_{K} P$ ). Since $P$ is a finite projective $Q$-module, the canonical homomorphism $\kappa: P \otimes_{Q}$ $P \rightarrow \operatorname{Hom}_{Q}(E, P)$ (with $F \otimes G \mapsto(\alpha \mapsto \alpha(F) G)$ ) is an isomorphism, and $\theta=\theta_{P \mid Q}=$ $\kappa(\Delta): E \rightarrow P$ is moreover $P$-linear and bijective (Theorem 3.3, [11]). Then, the desired natural $P$-base of $E$ is given by the $Q$-linear form
$$
\eta:=\theta^{-1}(1): P \rightarrow Q .
$$

Clearly, $\eta$ depends not only on $\tau$, but also on the choice of generators $X_{1}, \ldots, X_{N}$ of $P$ and, since $T_{i}=\tau\left(Y_{i}\right)$, on the generators $Y_{1}, \ldots, Y_{N}$ of $Q$. Whenever we want to point out this dependence, we write $\eta_{Y}^{X}$ or $\eta_{T}^{X}$ instead of $\eta$.

As described in Section 3, we associate to $\eta$ the symmetric bilinear form $\Phi_{\eta}: P \times P \rightarrow Q$ with $\Phi_{\eta}(F, G):=\eta(F G)$, which is a perfect duality. If $F_{1}, \ldots, F_{n}$ is a $Q$-base of $P$ and

$$
\Delta=\sum_{r=1}^{n} F_{r} \otimes F_{r}^{*} \in P \otimes_{Q} P
$$

then

$$
\Phi_{\eta}\left(F_{r}, F_{s}^{*}\right)=\eta\left(F_{r} F_{s}^{*}\right)=\delta_{r s}, \quad 1 \leq r, s \leq n,
$$

i.e. $F_{1}^{*}, \ldots, F_{n}^{*}$ is the dual base of $F_{1}, \ldots, F_{n}$ with respect to $\Phi$. If

$$
F_{r}=\sum_{t=1}^{n} f_{t r} F_{t}^{*}, \quad f_{t r} \in Q, r=1, \ldots, n
$$

the Gramian matrix of $\Phi_{\eta}$ with respect to the base $F_{1}, \ldots, F_{n}$ is given by

$$
\left(f_{r s}\right)_{1 \leq r, s \leq n} \in \operatorname{GL}_{n}(Q) .
$$

(Necessarily, one also has $\Delta=\sum_{r=1}^{n} F_{r}^{*} \otimes F_{r}$.) For every $y \in K^{N}$ the induced $K$-linear form $\eta(y): P(y) \rightarrow K$ is a $P(y)$-base of $E(y)=\operatorname{Hom}_{K}(P(y), K)$ and $\Phi_{\eta(y)}$ is a nondegenerate symmetric bilinear form on the fiber algebra $P(y)$. Its Gramian matrix, using the residue classes of $F_{1}, \ldots, F_{n}$ as $K$-base of $P(y)$, is

$$
\left(f_{r s}(y)\right)_{1 \leq r, s \leq n} \in \operatorname{GL}_{n}(K) .
$$

Now, let $K$ be a real closed field. Then the signature of the form $\Phi_{\eta(y)}$ is, by the Rigidity Theorem 1.3, independent of the $K$-rational point $y \in K^{N}$.

[^4]4.2 Definition Let $K$ be a real closed field and let $T: K^{N} \rightarrow K^{N}, x \mapsto y=T(x)$, be a finite polynomial mapping with corresponding finite $K$-algebra homomorphism $\tau: K[Y] \rightarrow K[X]$. Then the mapping degree
$$
\delta_{Y}^{X}(T)=\delta_{Y}^{X}(\tau)
$$
of $T$ (or of $\tau$ ) is the constant signature sign $\Phi_{\eta(y)}$ of the symmetric bilinear forms $\Phi_{\eta(y)}$ on the fiber algebras $P(y), y \in K^{N}$, described above.
4.3 Remark In the situation of Definition 4.2 the mapping degree can be defined for an arbitrary ordered field $K$, because in this more general situation the symmetric bilinear forms $\Phi_{\eta}(y)$, $y \in K^{N}$, also have constant signature. To prove this, one may choose an arbitrary real closed field extension $\hat{K}$ of $K$ (cf. Remark 3.3) and consider the canonical extension $\hat{T}: \hat{K}^{N} \rightarrow \hat{K}^{N}$ defined by the same polynomials as $T$ with corresponding $\hat{K}$-algebra homomorphism $\hat{\tau}:=\hat{K} \otimes_{K} \tau: \hat{K}[Y] \rightarrow$ $\hat{K}[X]$. It follows that, for an arbitrary extension $K \subseteq L$ of ordered fields, the mapping degrees of $\tau$ and its extension $T_{(L)}: L^{N} \rightarrow L^{N}$ coincide. In particular, the mapping degree $\delta_{X}^{Y}(T)$ is the signature of the symmetric matrix $\left(f_{r s}\right)_{1 \leq r, s \leq n} \in \mathrm{GL}_{n}(K(Y))$ from above, where the rational function field $K(Y)$ is equipped with an arbitrary order which extends the order of $K$ and turns $K(Y)$ into an ordered field.

The following important result will be used frequently. For its proof, see Theorem 4.2 of [11].
4.4 Lemma Let $\tau: K[Y] \rightarrow K[X]$ be, as above, a finite homomorphism of polynomial algebras over $K$ in $N$ variables. Then

$$
\operatorname{tr}_{Q}^{P}=\mathcal{J} \cdot \eta_{Y}^{X}
$$

where

$$
\mathcal{J}:=\frac{\partial\left(T_{1}, \ldots, T_{N}\right)}{\partial\left(X_{1}, \ldots, X_{N}\right)}=\frac{\partial\left(\tau\left(Y_{1}\right), \ldots, \tau\left(Y_{N}\right)\right)}{\partial\left(X_{1}, \ldots, X_{N}\right)}
$$

denotes the functional determinant of $\tau$ (with respect to the coordinates $X$ and $Y$ ).
Lemma 4.4 implies

$$
\operatorname{tr}_{K}^{P(y)}=\mathcal{J}(y) \cdot \eta(y), \quad y \in K^{N},
$$

where $\mathcal{J}(y)$ denotes the residue class of $\mathcal{J}$ in the fiber algebra $P(y)$.
An immediate consequence is the following theorem which shows that, in case $K=\mathbb{R}$, the algebraic mapping degree according to Defintion 4.2 coincides with the topological mapping degree, cf. Theorem 11.C. 5 of [17], for instance. Recall that a finite polynomial mapping $T: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ can also be considered as an analytical proper mapping of oriented real analytical manifolds.
4.5 Theorem Let $K$ be a real closed field and let $T: K^{N} \rightarrow K^{N}, x \mapsto y=T(x)$, be a finite polynomial mapping with corresponding finite K-algebra homomorphism $\tau: K[Y] \rightarrow$ $K[X]$ and with functional determinant $\mathcal{J}=\partial\left(T_{1}, \ldots, T_{N}\right) / \partial\left(X_{1}, \ldots, X_{N}\right) \in K[X]$. Furthermore, let $y \in K^{N}$ be a point such that $T$ is unramified in all points $x \in T^{-1}(y)$, that is, $\mathcal{J}(x) \neq 0$ for all $x \in T^{-1}(y)$. Then,

$$
\delta_{Y}^{X}(T)=\sum_{x \in T^{-1}(y)} \operatorname{sign} \mathcal{J}(x) .
$$

Since $\mathcal{J} \neq 0$ and hence $\mathrm{N}_{K[Y]}^{K[X]}(\mathcal{J}) \neq 0$, we have

$$
T\left(\mathrm{~V}_{K}(\mathcal{J})\right) \subseteq \mathrm{V}_{K}\left(\mathrm{~N}_{K[Y]}^{K[X]}(\mathcal{J})\right) \subset K^{N}
$$

where $\mathrm{V}_{K}(\mathcal{J})=\left\{x \in K^{N} \mid \mathcal{J}(x)=0\right\}$. Thus, there are always points $y \in K^{N}$ satisfying the required assumption of Theorem 4.5.

Proof of Theorem 4.5: Let $y \in K^{N}$ be as in the theorem. By Definition 4.2, we have to show

$$
\operatorname{sign} \Phi_{\eta(y)}=\sum_{x \in T^{-1}(y)} \operatorname{sign} \mathcal{J}(x) .
$$

For this, we consider the decomposition $A=A_{1} \times \cdots \times A_{r}$ of the fiber algebra $A=P(y)=$ $P / \mathfrak{m}_{y} P$ in its local components. Corresponding to this, there are decompositions $\eta(y)=$ $\left(\eta_{1}, \ldots, \eta_{r}\right), \operatorname{tr}_{K}^{A}=\left(\operatorname{tr}_{K}^{A_{1}}, \ldots, \operatorname{tr}_{K}^{A_{r}}\right)$ and $\mathcal{J}(y)=\left(\mathcal{J}(y)_{1}, \ldots, \mathcal{J}(y)_{r}\right)$ of $\eta(y), \operatorname{tr}_{K}^{A}$ and of the residue class of the functional determinant $\mathcal{J}(y)$. Hence, $\Phi_{\eta(y)}=\Phi_{\eta_{1}} \oplus \cdots \oplus \Phi_{\eta_{r}}$ and $\operatorname{sign} \Phi_{\eta(y)}=\operatorname{sign} \Phi_{\eta_{1}}+\cdots+\operatorname{sign} \Phi_{\eta_{r}}$. By Theorem 3.2, $\operatorname{sign} \Phi_{\eta_{i}}=0$ for all components $A_{i}$ with residue class field $\neq K$. The components with residue class field $K$ correspond to the points $x \in T^{-1}(y) \subseteq K^{N}$. Since, by assumption, $T$ is unramified in these points, these components all coincide with $K$. By the above decomposition of $A$ and Lemma 4.4, $\mathrm{tr}_{K}^{A_{i}}=$ $\mathcal{J}(y)_{i} \eta_{i}$ for $i=1, \ldots, r$. Hence, if $A_{i}$ is the component associated to a point $x \in T^{-1}(y)$, then $\mathcal{J}(y)_{i}=\mathcal{J}(x)$ and $\operatorname{tr}_{K}^{A_{i}}=\mathcal{J}(x) \eta_{i}$, and therefore $1=\operatorname{signtr} \operatorname{ta}_{K}^{A_{i}}=\operatorname{sign} \mathcal{J}(x) \cdot \operatorname{sign} \eta_{i}$. Thus, $\operatorname{sign} \eta_{i}=\operatorname{sign} \mathcal{J}(x)$. Then, $\sum_{i=1}^{r} \operatorname{sign} \eta_{i}=\sum_{x \in T^{-1}(y)} \operatorname{sign} \mathcal{J}(x)$ as stated.

We emphasize that in Theorem 4.5 we only assume that $\tau: K[Y] \rightarrow K[X]$ is unramified in the $K$-rational points of the fiber algebra $P(y)$.
A direct consequence of Theorem 4.5 is the following multiplication formula

$$
\delta_{Z}^{X}(S \circ T)=\delta_{Y}^{X}(T) \delta_{Z}^{Y}(S)
$$

for the mapping degree of the composition

$$
K^{N} \xrightarrow{T} K^{N} \xrightarrow{S} K^{N}, \quad x \longmapsto y=T(x), y \longmapsto z=S(y),
$$

of two finite polynomial mappings $T, S: K^{N} \rightarrow K^{N}$. To show this, one chooses a point $z \in K^{N}$ such that the functional determinant

$$
\frac{\partial\left((S \circ T)_{1}, \ldots,(S \circ T)_{N}\right)}{\partial\left(X_{1}, \ldots, X_{N}\right)}=\left(\frac{\partial\left(S_{1}, \ldots, S_{N}\right)}{\partial\left(Y_{1}, \ldots, Y_{N}\right)}\right)\left(T_{1}, \ldots, T_{N}\right) \cdot \frac{\partial\left(T_{1}, \ldots, T_{N}\right)}{\partial\left(X_{1}, \ldots, X_{N}\right)}
$$

does not vanish at all the points of the fiber $(S \circ T)^{-1}(z)=T^{-1}\left(S^{-1}(z)\right)$. The multiplication formula implies in particular that, if $T$ or $S$ is an isomorphism, we have

$$
\delta_{Z}^{X}(S \circ T)=\operatorname{sign}\left(\frac{\partial\left(T_{1}, \ldots, T_{N}\right)}{\partial\left(X_{1}, \ldots, X_{N}\right)}\right) \delta_{Z}^{Y}(S)
$$

or

$$
\delta_{Z}^{X}(S \circ T)=\delta_{Y}^{X}(T) \operatorname{sign}\left(\frac{\partial\left(S_{1}, \ldots, S_{N}\right)}{\partial\left(Y_{1}, \ldots, Y_{N}\right)}\right) .
$$

One of the most important consequences of Theorem 3.4 in connection with the mapping degree is the following theorem, which corresponds to a well-known result in real analysis:
4.6 Theorem Let $K$ be a real closed field and let $T: K^{N} \rightarrow K^{N}$ be a finite polynomial mapping. If the mapping degree $\delta(T)$ of $T$ is $\neq 0$, then $T$ is surjective.

## $\S 5$ The Mapping Degree of the Vieta Mappings

We want to apply the last Theorem 4.6 to the Vieta mappings. As in the introduction, $\mathbf{m}=\left(m_{1}, \ldots, m_{r}\right)$ denotes an $r$-tuple of positive integers and $|\mathbf{m}|=m_{1}+\cdots+m_{r}$. With this notation, the Vieta mapping is given by

$$
\mathrm{V}_{\mathbf{m}}: K^{\mathbf{m}}=K^{m_{1}} \times \cdots \times K^{m_{r}} \longrightarrow K^{|\mathbf{m}|},
$$

where an $r$-tuple $\left(F_{1}, \ldots, F_{r}\right)$ of monic polynomials of degrees $m_{1}, \ldots, m_{r}$, respectively, is mapped to their product $F_{1} \cdots F_{r}$. Thereby, we identify an $m$-tuple $\left(x_{1}, \ldots, x_{m}\right) \in K^{m}$ with the monic polynomial

$$
Z^{m}-x_{1} Z^{m-1}+\cdots+(-1)^{m} x_{m} \in K[Z] .
$$

5.1 Example The most classical case is the mapping

$$
\mathrm{V}_{(1, \ldots, 1)}: K \times \cdots \times K \longrightarrow K^{r}
$$

with $m_{1}=\cdots=m_{r}=1$ and $|\mathbf{m}|=r$. For arbitrary elements $x_{1}, \ldots, x_{r}$ in a commutative ring we have

$$
\prod_{i=1}^{r}\left(Z-x_{i}\right)=Z^{r}-\mathrm{S}_{1}(x) Z^{r-1}+\cdots+(-1)^{r} \mathrm{~S}_{r}(x)
$$

where

$$
\mathrm{S}_{i}(x)=\mathrm{S}_{i}\left(x_{1}, \ldots, x_{r}\right)=\sum_{\mathcal{R} \subseteq[1, r], \# \mathcal{R}=i} x^{\mathcal{R}}, \quad x^{\mathcal{R}}:=\prod_{j \in \mathcal{R}} x_{j}
$$

is the $i$-th elementary symmetric function in $x=\left(x_{1}, \ldots, x_{r}\right){ }^{6}$ Hence, the $K$-algebra homomorphism

$$
v_{(1, \ldots, 1)}: K\left[Y_{1}, \ldots, Y_{r}\right] \longrightarrow K\left[X_{1}, \ldots, X_{r}\right],
$$

which corresponds to $\mathrm{V}_{(1, \ldots, 1)}$ maps $Y_{i}$ to the elementary symmetric function $S_{i}:=\mathrm{S}_{i}\left(X_{1}, \ldots, X_{r}\right)$ of the indeterminates $X_{1}, \ldots, X_{r}, i=1, \ldots, r$. This is a finite homomorphism of degree $[K(X)$ : $K(Y)]=r$ ! as considered in the previous section. A standard $K[Y]$-base of $K[X]$ is given by

$$
X_{1}^{V_{1}} \cdots X_{r}^{v_{r}}, \quad 0 \leq v_{i} \leq r-i, i=1, \ldots, r .
$$

This is easily proved by induction on $r$. For the induction step one has to show that for the Vieta mapping $\mathrm{V}_{(1, r)}: K \times K^{r} \rightarrow K^{r+1}$ the corresponding $K$-algebra homomorphism $v_{(1, r)}: K\left[Y_{1}, \ldots, Y_{r+1}\right] \rightarrow K\left[X_{1} ; V_{1}, \ldots, V_{r}\right]$ with $Y_{i} \mapsto X_{1} V_{i-1}+V_{i}, i=1, \ldots, r+1,\left(V_{0}:=1, V_{r+1}:=\right.$ 0 ) is finite and that $1, X_{1}, \ldots, X_{1}^{r-1}$ is a base of $K\left[X_{1} ; V_{1}, \ldots, V_{r}\right]$ over $K\left[Y_{1}, \ldots, Y_{r+1}\right]$, cf. also [12], Theorem 54.13.

We note that the algebra homomorphism $v_{(1, \ldots, 1)}$ is a homogeneous homomorphism of graded algebras if we define $\operatorname{deg} X_{i}=1$ and $\operatorname{deg} Y_{i}=i$ for all $i=1, \ldots, r$. The Poincaré series of $K[X]$ and $K[Y]$ are $(1-t)^{-r}$ and $\prod_{i=1}^{r}\left(1-t^{i}\right)^{-1}$, respectively. The $j$-th coefficient of the Poincaré series

$$
\mathcal{P}_{K[X] / / S\rangle}=\prod_{i=1}^{r} \frac{1-t^{i}}{1-t}=\prod_{i=1}^{r}\left(1+t+\cdots+t^{i-1}\right)
$$

of the fiber algebra $K[X] /\langle S\rangle$ over $y=0 \in K^{r}, S:=\left(S_{1}, \ldots, S_{r}\right)$, is the number of elements of degree $j$ in any homogeneous $K[Y]$-base of $K[X]$.

[^5]Later we shall use the fact that $K[S]$ is the algebra of invariants for the canonical operation of the symmetric group $\mathfrak{S}_{r}$ on the polynomial algebra $K[X]$, i.e. $K[X]{ }^{\mathfrak{G}_{r}}=K[S]$. This is known as (a special case of) the Main Theorem on Elementary Symmetric Functions and has been used (as an obvious (?) result) at least since the time of Newton. These invariant theoretical aspects of the Vieta mappings are discussed more intensively in [2].

The general Vieta mapping $\mathrm{V}_{\mathrm{m}}$ is the composition of the mappings

$$
\mathrm{V}_{\left(m_{1} \cdots m_{i}, m_{i+1}\right)} \times \mathrm{id}_{K^{m_{i+2}} \times \cdots \times K^{m_{r}}}, \quad i=1, \ldots, r-1
$$

Therefore, we will usually restrict our considerations to the case $r=2$ and set then $k:=$ $m_{1}, \ell:=m_{2}, m:=k+\ell$. Furthermore, we denote by $U=\left(U_{1}, \ldots, U_{k}\right), V=\left(V_{1}, \ldots, V_{\ell}\right)$ and $W=\left(W_{1}, \ldots, W_{m}\right)$ the variables for the coordinate functions on $K^{k}, K^{\ell}$ and $K^{m}$, respectively. Then the Vieta mapping

$$
\mathrm{V}_{(k, \ell)}: K^{k} \times K^{\ell} \longrightarrow K^{m}, \quad(F, G) \longmapsto F G
$$

corresponds to the $K$-algebra homomorphism $v_{(k, \ell)}: K[W] \rightarrow K[U ; V]$ with

$$
v_{(k, \ell)}\left(W_{\mu}\right)=\sum_{\kappa+\lambda=\mu} U_{\kappa} V_{\lambda}, \quad \mu=1, \ldots, m
$$

where we set $U_{0}=V_{0}=1$ and $U_{\kappa}=V_{\lambda}=0$ for $\kappa \notin[0, k]$ and $\lambda \notin[0, \ell]$.
To understand the homomorphism $v_{(k, \ell)}$ we interpret $U, V$ and $W$ as follows: We choose new indeterminates $X=\left(X_{1}, \ldots, X_{m}\right)$ and set $U_{\kappa}:=\mathrm{S}_{\kappa}\left(X_{1}, \ldots, X_{k}\right), V_{\lambda}:=\mathrm{S}_{\lambda}\left(X_{k+1}, \ldots, X_{m}\right)$ , $W_{\mu}:=\mathrm{S}_{\mu}\left(X_{1}, \ldots, X_{m}\right)$ (see Example 5.1 above). Then all algebras we are considering here are graded subalgebras of the graded polynomial algebra $K[X]$ with $\operatorname{deg} X_{\mu}=1$, $\operatorname{deg} U_{\kappa}=\kappa, \operatorname{deg} V_{\lambda}=\lambda$ and $\operatorname{deg} W_{\mu}=\mu$, and the homomorphism $v_{(k, \ell)}$ is identified with the canonical inclusion mapping $K[W] \hookrightarrow K[U ; V] \subseteq K[X]$. By Example 5.1, the algebra $K[X]$ is free over $K[W]$ of rank $m$ ! and free over $K[U ; V]$ of rank $k!\ell!$. From this we may derive directly:
5.2 Lemma The algebra $K[U ; V]$ is free over $K[W]$ of $\operatorname{rank}\binom{m}{k}=\binom{m}{\ell}$, i.e. the Vieta mapping $\mathrm{V}_{(k, \ell)}$ is finite with sheet number $\binom{m}{k}$. The Poincaré series of the fiber algebra $K[U ; V] /\langle W\rangle$ over $w=0 \in K^{m}$ is

$$
\mathcal{P}_{K[U ; V] /\langle W\rangle}=\left[\begin{array}{c}
m \\
k
\end{array}\right]:=\frac{\left(1-t^{m}\right) \cdots\left(1-t^{m-k+1}\right)}{(1-t) \cdots\left(1-t^{k}\right)} .
$$

A family of homogeneous polynomials in $K[U ; V]$ is a $K[W]$-base if and only if the family of their residue classes in $K[U ; V] /\langle W\rangle$ is a $K$-base of this algebra (see the following proof). Therefore the $j$-th coefficient of the Poincaré series $\left[\begin{array}{c}m \\ k\end{array}\right]$ is the number of elements of degree $j$ in any homogeneous $K[W]$-base of $K[U ; V]$. Further, we remark that the polynomials $\left[\begin{array}{c}m \\ k\end{array}\right]$ in Lemma 5.2 are sometimes called the Gauss polynomials.

Proof of Lemma 5.2: Since $[K(X): K(W)]=m$ ! and $[K(X): K(U ; V)]=k!\ell$ !, the degree formula for field extensions yields $[K(U ; V): K(W)]=\binom{m}{k}$. Hence, $K[U ; V]$ is a $K[W]$ module of rank $\binom{m}{k}$. Furthermore, because $K[X] /\langle W\rangle$ is a free $K[U ; V] /\langle W\rangle$-module, we get $\mathcal{P}_{K[X] /\langle W\rangle}=\mathcal{P}_{K[X] /\langle U ; V\rangle} \mathcal{P}_{K[U ; V] /\langle W\rangle}$, hence

$$
\mathcal{P}_{K[U ; V] /\langle W\rangle}=\frac{\mathcal{P}_{K[X] /\langle W\rangle}}{\mathcal{P}_{K[X] /\langle U ; V\rangle}}=\frac{(1-t) \cdots\left(1-t^{m}\right)}{(1-t) \cdots\left(1-t^{k}\right)(1-t) \cdots\left(1-t^{\ell}\right)}=\left[\begin{array}{c}
m \\
k
\end{array}\right]
$$

and, in particular, $\operatorname{Dim}_{K} K[U ; V] /\langle W\rangle=\mathcal{P}_{K[U ; V] /\langle W\rangle}(1)=\binom{m}{k}$. By the Nakayama Lemma for graded modules, any system of homogeneous polynomials in $K[U ; V]$ whose residue classes in $K[U ; V] /\langle W\rangle$ form a $K$-base of this algebra is a (minimal) system of generators of the $K[W]$-module $K[U ; V]$ with rank $\binom{m}{k}$. Then such a minimal system of generators is necessarily a $K[W]$-base.

Incidentally, it is possible to find explicitly with combinatorial methods a homogeneous $K[W]$-base of $K[U ; V]$, but we do not need it. From Lemma 5.2 we obtain the following general result: The Vieta mapping $\mathrm{V}_{\mathbf{m}}: K^{\mathbf{m}} \rightarrow K^{|\mathbf{m}|}$ is a finite polynomial mapping with sheet number equal to the polynomial coefficient $\binom{|\mathbf{m}|}{\mathbf{m}}=\binom{|\mathbf{m}|}{m_{1}, \ldots, m_{r}}$. The fiber algebra over $0 \in K^{|\mathbf{m}|}$ has Poincaré series $\left[\begin{array}{c}|\mathbf{m}| \\ \mathbf{m} \mid\end{array}\right]=\left[\begin{array}{c}|\mathbf{m}| \\ m_{1}, \ldots, m_{r}\end{array}\right]$, which is a generalized Gauss polynomial (in the same way that the polynomial coefficient $\binom{|\mathbf{m}|}{\mathbf{m}}=$ $\binom{|\mathbf{m}|}{m_{1}, \ldots, m_{r}}$ is a generalized binomial coefficient).
5.3 Example An immediate corollary of Lemma 5.2 is the following result: If $K$ is a 2 -field, i.e. if every prime polynomial over $K$ of degree $>1$ has even degree, then the degree of every prime polynomial is a power of 2. By Example 4.1, the Vieta mapping $\mathrm{V}_{(k, \ell)}: K^{k} \times K^{\ell} \rightarrow K^{m}$, $m:=k+\ell$, is surjective if its sheet number $\binom{m}{k}$ is odd. Now, let $m=2^{\alpha} n, \alpha \in \mathbb{N}, n>1$ odd, so that $m$ is not a power of 2 . To prove the corollary, it is enough to show that there is a $k \in \mathbb{N}^{*}$, $0<k<m$, such that $\binom{m}{k}$ is odd. Now, over the field $\mathbb{F}_{2}=\mathbb{Z} / \mathbb{Z} 2$ we have $(1+t)^{m}=(1+t)^{2^{\alpha} n}=$ $\left(1+t^{2^{\alpha}}\right)^{n}=1+n t^{2^{\alpha}}+\cdots$ and hence $k:=2^{\alpha}$ is a possible choice. - Of course, the above result over a 2 -field $K$ is equivalent to the statement that the degree of any finite field extension of $K$ is a power of 2. This can also be shown using Galois (and group) theory. We leave this as an exercise to the reader. - Adopting a proposal of E. Artin, it follows rather easily from the result of this example that the field $\mathbb{C}_{K}$ of complex numbers over a real closed field $K$ is algebraically closed, cf. Theorem 5.7: Let $L$ be a finite algebraic extension of $\mathbb{C}_{K}$. We have to show $L=\mathbb{C}_{K}$. For this we may moreover assume that $L$ is Galois over $\mathbb{C}_{K}$. By the result of this example, the degree [ $L: \mathbb{C}_{K}$ ] is a power of 2 and hence the Galois group $\mathrm{Gal}_{\mathbb{C}_{K}}(L)$ a finite 2-group. If this group is non-trivial, then it has a subgroup of index 2, which has as its field of invariants a quadratic extension of $\mathbb{C}_{K}$. But this is impossible: One sees immediately that any quadratic equation over $\mathbb{C}_{K}$ has a solution in $\mathbb{C}_{K}$ (using the property of $K$ that any positive number in $K$ has a square root in $K$ ). - For further properties of 2-fields see [16].

We return to the case $r=2$ and, with regard to Theorem 4.5, determine the functional determinant $\mathcal{J}=\partial\left(W_{1}, \ldots, W_{m}\right) / \partial\left(U_{1}, \ldots, U_{k} ; V_{1}, \ldots, V_{\ell}\right)$. The transpose of the Jacobian matrix is a Sylvester matrix with determinant

$$
\left|\begin{array}{cccccc}
1 & V_{1} & \cdots & V_{\ell} & & \\
& \ddots & \ddots & & \ddots & \\
& & 1 & V_{1} & \cdots & V_{\ell} \\
1 & U_{1} & \cdots & U_{k} & & \\
& \ddots & \ddots & & \ddots & \\
& & 1 & U_{1} & \cdots & U_{k}
\end{array}\right|=\operatorname{Res}(\mathrm{F}, \mathrm{G})
$$

where

$$
\mathrm{F}:=X^{k}-U_{1} X^{k-1}+\cdots+(-1)^{k} U_{k}, \quad \mathrm{G}:=X^{\ell}-V_{1} X^{\ell-1}+\cdots+(-1)^{\ell} V_{\ell} .
$$

(The submatrix containing the entries $V_{\lambda}$ consists of $k$ rows, and that containing the
entries $U_{\kappa}$ consists of $\ell$ rows.) Thus,

$$
\mathcal{J}(F, G)=\operatorname{Res}(F, G)
$$

for two monic polynomials $(F, G) \in K^{k} \times K^{\ell}$. In particular, $v_{(k, \ell)}$ is unramified in $(F, G)$ if and only if the polynomials $F$ and $G$ are coprime. Furthermore, if $H \in K^{m}$ is a monic separable polynomial of degree $m$, cf. Example 2.1, then $v_{(k, \ell)}$ is unramified in all points of the fiber $\mathrm{V}_{(k, \ell)}^{-1}$. For such a polynomial $H$, the mapping $v_{(k, \ell)}$ is also unramified in the non- $K$-rational points of the fiber over $H$, i.e. the fiber over $H$ is a separable $K$-algebra. For this, one extends the $K$-algebra homomorphism $v_{(k, \ell)}$ to an $L$-algebra homomorphism, where $L$ is a splitting field of the fiber algebra, and observes that $H$ remains separable over any extension field of $K$. For the general Vieta mapping we derive from this:
5.4 Lemma The value of the functional determinant of the Vieta mapping $\mathrm{V}_{\mathbf{m}}: K^{\mathbf{m}} \rightarrow$ $K^{|\mathbf{m}|}$ in the point $\left(F_{1}, \ldots, F_{r}\right)$ is $\prod_{1 \leq i<j \leq r} \operatorname{Res}\left(F_{i}, F_{j}\right)$, and $v_{\mathbf{m}}$ is unramified in $\left(F_{1}, \ldots, F_{r}\right)$ if and only if the polynomials $F_{1}, \ldots, F_{r}$ are pairwise coprime. - If $H \in K^{|\mathbf{m}|}$ is a monic separable polynomial, then $v_{\mathrm{m}}$ is unramified in all points of its fiber over $H$ (including the non-K-rational points), i.e. the fiber algebra over $H$ is a (finite) separable $K$-algebra.

A special case of Lemma 5.4 is the (well-known) formula for the functional determinant of the classical Vieta mapping $\mathrm{V}_{(1, \ldots, 1)}: K^{r} \rightarrow K^{r}$

$$
\prod_{1 \leq i<j \leq r} \operatorname{Res}\left(X-X_{i}, X-X_{j}\right)=\prod_{1 \leq i<j \leq r}\left(X_{i}-X_{j}\right)=(-1)^{\binom{r}{2}} \mathcal{V}\left(X_{1}, \ldots, X_{r}\right),
$$

where $\mathcal{V}\left(X_{1}, \ldots, X_{r}\right)$ denotes the Vandermonde determinant.
With the help of Theorem 4.5, we now compute the mapping degree of $v_{(k, \ell)}$ for a (real closed) ordered field $K$. For this, we can use, by Lemma 5.4, the fiber over the (separable) polynomial $H:=\prod_{i=1}^{m}(X-i) \in K[X]$. For a subset $\mathcal{R} \subseteq[1, m]$ define $H_{\mathcal{R}}:=\prod_{i \in \mathcal{R}}(X-i)$. The preimages of $H$ under $\mathrm{V}_{(k, \ell)}$ are given by the pairs $\left(H_{\mathcal{R}}, H_{\mathcal{R}^{\prime}}\right), \mathcal{R} \subseteq[1, m], \# \mathcal{R}=k$, $\mathcal{R}^{\prime}:=[1, m] \backslash \mathcal{R}$. Thus, by Theorem 4.5,

$$
\delta_{(k, \ell)}=\sum_{\# \mathcal{R}=k} \operatorname{sign} \operatorname{Res}\left(H_{\mathcal{R}}, H_{\mathcal{R}^{\prime}}\right) .
$$

Since $\operatorname{Res}\left(H_{\mathcal{R}}, H_{\mathcal{R}^{\prime}}\right)=\prod_{(i, j) \in \mathcal{R} \times \mathcal{R}^{\prime}}(i-j)$, we get

$$
\left.\begin{array}{rl}
\operatorname{sign} \operatorname{Res}\left(H_{\mathcal{R}}, H_{\mathcal{R}^{\prime}}\right) & =\operatorname{sign}\left(\begin{array}{ccccc}
1 & \cdots & \ell & \ell+1 & \cdots
\end{array} \quad \ell+k\right. \\
j_{1} \cdots & j_{\ell}
\end{array} i_{1} \quad \cdots \quad \begin{array}{c}
i_{k}
\end{array}\right)
$$

if $\mathcal{R}=\left\{i_{1}, \ldots, i_{k}\right\}, 1<i_{1}<\cdots<i_{k}, \mathcal{R}^{\prime}=\left\{j_{1}, \ldots, j_{\ell}\right\}, j_{1}<\cdots<j_{\ell}$, and $\sum \mathcal{R}:=\sum_{i \in \mathcal{R}} i$. Hence,

$$
(-1)^{\binom{k+1}{2}+k \ell} \delta_{(k, \ell)}=\sum_{\# \mathcal{R}=k}(-1)^{\Sigma \mathcal{R}} .
$$

In order to determine this value consider the polynomial

$$
\Phi(z, t)=\sum_{\mathcal{R} \subseteq[1, m]} z^{\Sigma \mathcal{R}} t^{\# \mathcal{R}}=(1+z t)\left(1+z^{2} t\right) \cdots\left(1+z^{m} t\right) .
$$

The coefficient of $t^{k}$ in the polynomial $\Phi(-1, t)=\left(1-t^{2}\right)^{[m / 2]}(1-t)^{m-2[m / 2]}$ therefore equals the difference between the number of subsets $\mathcal{R}$ with $\# \mathcal{R}=k$ and even sum $\Sigma \mathcal{R}$ and those $\mathcal{R}$ with $\# \mathcal{R}=k$ and odd sum $\sum \mathcal{R}$. It follows

$$
(-1)^{\binom{k+1}{2}+k \ell} \boldsymbol{\delta}_{(k, \ell)}= \begin{cases}(-1)^{k / 2}\binom{m / 2}{k / 2}, & \text { if } k, \ell \equiv 0(2), \\
0, & \text { if } k, \ell \equiv 1(2), \\
(-1)^{[k / 2]+1}\binom{[m / 2]}{[k / 2]}, & \text { if } k \equiv 1(2), \ell \equiv 0(2), \\
(-1)^{k / 2}\left(\begin{array}{c}
{\left[\begin{array}{c}
2 \\
k / 2
\end{array}\right),}
\end{array}\right. & \text { if } k \equiv 0(2), \ell \equiv 1(2) .\end{cases}
$$

These formulas can be summarized in the following way:
5.5 Theorem Let $K$ be a (real closed) ordered field. Then the mapping degree $\delta_{(k, \ell)}$ of the Vieta mapping $\mathrm{V}_{(k, \ell)}, k, \ell \in \mathbb{N}^{*}$, vanishes if and only if $k, \ell \equiv 1$ (2). Otherwise, one has

$$
\delta_{(k, \ell)}=\binom{[(k+\ell) / 2]}{[k / 2]} .
$$

Theorem 5.5 combined with Theorem 4.6 shows that for a real closed field the mappings $\mathrm{V}_{(2, \ell)}$ are always surjective. We have proved the Fundamental Theorem of Algebra in its original version. ${ }^{7}$
5.6 Fundamental Theorem of Algebra Every polynomial of degree $\geq 2$ over a real closed field $K$ has a quadratic factor in $K[X]$.

Theorem 5.6 is certainly equivalent to the statement that every irreducible polynomial over a real closed field $K$ has degree $\leq 2$. Since, furthermore, any positive number in a real closed field $K$ has a square root in $K$, for any prime polynomial $\pi \in K[X]$ of degree 2, the quadratic field extension $K[X] /\langle\pi\rangle$ is isomorphic to the field $\mathbb{C}_{K}=K[i]=$ $K[\sqrt{-1}] \cong K[X] /\left\langle X^{2}+1\right\rangle$ of complex numbers over $K$, and this is, up to isomorphism, the only non-trivial algebraic field extension of $K$. Hence, Theorem 5.6 is equivalent to the following version:
5.7 Fundamental Theorem of Algebra (Complex Version) Let $K$ be a real closed field $K$. Then the field $\mathbb{C}_{K}=K[i]=K[\sqrt{-1}]$ of complex numbers over $K$ is algebraically closed.

Theorem 5.5 together with the multiplicativity of the mapping degree for compositions (cf. remark after Theorem 4.5) gives the following formula for the mapping degree $\delta_{\mathbf{m}}=$ $\delta_{\left(m_{1}, \ldots, m_{r}\right)}, r \in \mathbb{N}^{*}$, of an arbitrary Vieta mapping $\mathrm{V}_{\mathbf{m}}$ (we use the notation $[\mathbf{m} / 2]:=$ $\left.\left(\left[m_{1} / 2\right], \ldots,\left[m_{r} / 2\right]\right)\right)$ :

$$
\delta_{\mathbf{m}}=\prod_{i=1}^{r-1} \delta_{\left(m_{1}+\cdots+m_{i}, m_{i+1}\right)}=\left\{\begin{array}{ll}
(|[\mathbf{m} / 2]|] \\
{[\mathbf{m} / 2]}
\end{array}\right), \text { if } m_{i} \equiv 1(2) \text { for at most one } i,
$$

In particular, the mapping degree $\delta_{\mathbf{m}}$ is always non-negative and does not change when the components of $\mathbf{m}=\left(m_{1}, \ldots, m_{r}\right)$ are permuted. The last formula together with Theorem 4.6 implies that over a real closed field $K$ the Vieta mapping $\mathrm{V}_{\mathbf{m}}: K^{\mathbf{m}} \rightarrow K^{|\mathbf{m}|}$ is surjective if the tuple $\mathbf{m}$ has at most one odd component.

[^6]5.8 Remark The Fundamental Theorem of Algebra in its complex version 5.7 also follows directly from the interpretation of a polynomial mapping $T: \mathbb{C}_{K}^{N} \rightarrow \mathbb{C}_{K}^{N}$ over the complex numbers $\mathbb{C}_{K}$ of an ordered field $K$ as a polynomial mapping $\rho^{*}(T): K^{2 N} \rightarrow K^{2 N}$ (due to the identification $\left.\mathbb{C}_{K}=K \oplus K i=K \times K\right)$. If $T$ is finite, this corresponding mapping over $K$ is also finite and furthermore has a positive mapping degree and hence is surjective. This method was already used by S. Eilenberg and I. Niven, cf. [3].

We are only interested in the affine case. ${ }^{8}$ Then, passing from a mapping over $\mathbb{C}_{K}$ to one over $K$ can be described algebraically in the following way: The extension functor $B \rightsquigarrow \mathbb{C}_{K} \otimes_{K} B$ from the category of $K$-algebras to the category of $\mathbb{C}_{K}$-algebras possesses a left-adjoint functor $A \rightsquigarrow \rho(A)$ from the category of $\mathbb{C}_{K}$-algebras to the category of $K$-algebras. Thus,

$$
\operatorname{Hom}_{K-\operatorname{alg}}(\rho(A), B)=\operatorname{Hom}_{\mathbb{C}_{K}-\operatorname{alg}}\left(A, \mathbb{C}_{K} \otimes_{K} B\right)
$$

for arbitrary $\mathbb{C}_{K}$-algebras $A$ and $K$-algebras $B$. In other words: For every $\mathbb{C}_{K}$-algebra $A$ there is a $K$-algebra $\rho(A)$ and a $\mathbb{C}_{K}$-algebra homomorphism $\chi_{A}: A \rightarrow \mathbb{C}_{K} \otimes_{K} \rho(A)$ such that to any $K$-algebra $B$ and any $\mathbb{C}_{K}$-algebra homomorphism $\psi: A \rightarrow \mathbb{C}_{K} \otimes_{K} B$ there is a unique $K$-algebra homomorphism $\varphi: \rho(A) \rightarrow B$ with $\psi=\left(\mathbb{C}_{K} \otimes \varphi\right) \circ \chi_{A}$. In particular,

$$
K-\operatorname{Spec} \rho(A)=\operatorname{Hom}_{K-\operatorname{alg}}(\rho(A), K)=\operatorname{Hom}_{\mathbb{C}_{K}-\operatorname{alg}}\left(A, \mathbb{C}_{K}\right)=\mathbb{C}_{K^{-}} \operatorname{Spec} A
$$

The covariant functor $A \rightsquigarrow \rho(A)$ associates to a $\mathbb{C}_{K}$-algebra homomorphism $\alpha: C \rightarrow D$ the $K$ algebra homomorphism $\rho(\alpha): \rho(C) \rightarrow \rho(D)$ with $\chi_{D} \circ \alpha=\left(\mathbb{C}_{K} \otimes \rho(\alpha)\right) \circ \chi_{C}$. Both, $\alpha$ and $\rho(\alpha)$ induce the same mapping from $\mathbb{C}_{K}-\operatorname{Spec} D=K-\operatorname{Spec} \rho(D)$ into $\mathbb{C}_{K}-\operatorname{Spec} C=K-\operatorname{Spec} \rho(C)$.

The $\mathbb{C}_{K}$-algebra $\rho(A)$ may be described explicitly as follows: One has

$$
\rho(A)=\left(A \otimes_{\mathbb{C}_{K}} A\right)^{\kappa} \subseteq A \otimes_{\mathbb{C}_{K}} \bar{A}
$$

where $\bar{A}$ denotes the anti- $\mathbb{C}_{K}$-algebra of $A$ (with the scalar multiplication $(z, a) \mapsto \bar{z} a$ instead of $(z, a) \mapsto z a), \kappa: A \otimes_{\mathbb{C}_{K}} A \rightarrow A \otimes_{\mathbb{C}_{K}} A$ the inversion $x \otimes y \mapsto y \otimes \underline{x}$ of the factors (this "conjugation" is an involutive anti- $\mathbb{C}_{K}$-algebra endomomorphism of $\left.A \otimes_{\mathbb{C}_{K}} A\right),\left(A \otimes_{\mathbb{C}_{K}} A\right)^{\kappa}$ the $K$-algebra of $\kappa$ invariants, and $\chi_{A}: A \rightarrow \mathbb{C}_{K} \otimes_{K} \rho(A)=A \otimes_{\mathbb{C}_{K}} A$ is the canonical embedding. Moreover, to $\psi$ : $A \rightarrow \mathbb{C}_{K} \otimes_{K} B$ one associates the $K$-algebra homomorphism $\varphi: \rho(A) \rightarrow B$ which is the restriction of the induced $\mathbb{C}_{K}$-algebra homomorphism $A \otimes_{\mathbb{C}_{K}} \bar{A} \rightarrow \mathbb{C}_{K} \otimes_{K} B, x \otimes y \mapsto \psi(x) \overline{\psi(y)}$, to the algebra of invariants $\rho(A)=\left(A \otimes_{\mathbb{C}_{K}} A\right)^{\kappa} \rightarrow\left(\mathbb{C}_{K} \otimes_{K} B\right)^{\kappa}=B$. (The conjugation $\kappa$ on $\mathbb{C}_{K} \otimes_{K} B$ is $\kappa \otimes B$ with the conjugation $\kappa$ of $\mathbb{C}_{K}$.)

If $A:=\mathbb{C}_{K}\left[Z_{1}, \ldots, Z_{N}\right]=\mathbb{C}_{K}[Z]$ is a polynomial algebra in $N$ variables, then

$$
A \otimes_{\mathbb{C}_{K}} \bar{A}=\mathbb{C}_{K}\left[Z_{1}, \bar{Z}_{1}, \ldots, Z_{N}, \bar{Z}_{N}\right]=\mathbb{C}_{K}[Z ; \bar{Z}]
$$

is a polynomial algebra in $\underline{N} N$ variables with $Z_{j}=Z_{j} \otimes 1$ and $\bar{Z}_{j}=\underline{\kappa}\left(Z_{j}\right)=1 \otimes Z_{j}, j=1, \ldots, N$. Thus, $z Z_{j}=z Z_{j} \otimes 1$ and $z \bar{Z}_{j}=1 \otimes \bar{z} Z_{j}$. Hence, $\kappa(F(Z ; \bar{Z}))=\bar{F}(\bar{Z} ; Z)$, where the polynomial denoted by $\bar{F}$ is obtained from $F$ by conjugating the coefficients. Therefore,

$$
\rho(A)=\left(A \otimes_{\mathbb{C}_{K}} \bar{A}\right)^{\kappa}=K\left[X_{1}, Y_{1}, \ldots, X_{N}, Y_{N}\right]=K[X ; Y]
$$

with

$$
X_{j}=\frac{1}{2}\left(Z_{j}+\bar{Z}_{j}\right), Y_{j}=\frac{1}{2 i}\left(Z_{j}-\bar{Z}_{j}\right), Z_{j}=X_{j}+i Y_{j}, \bar{Z}_{j}=X_{j}-i Y_{j}
$$

To a polynomial mapping $T: \mathbb{C}_{K}^{N} \rightarrow \mathbb{C}_{K}^{N}, z \mapsto w=T(z)$, belonging to the $\mathbb{C}_{K}$-algebra homomorphism $\tau: \mathbb{C}_{K}[W] \rightarrow \mathbb{C}_{K}[Z], W_{j} \mapsto T_{j}, j=1, \ldots, N$, corresponds the polynomial mapping

$$
\rho^{*}(T): K^{2 N}=\mathbb{C}_{K}^{N} \longrightarrow \mathbb{C}_{K}^{N}=K^{2 N}
$$

where

$$
(x, y)=\left(x_{1}, y_{1}, \ldots, x_{N}, y_{N}\right)=\left(x_{1}+i y_{1}, \ldots, x_{N}+i y_{N}\right)=\left(z_{1}, \ldots, z_{N}\right)=z
$$

[^7]is mapped to
\[

$$
\begin{aligned}
w=T(z) & =\left(T_{1}(z), \ldots, T_{N}(z)\right)=\left(T_{1}\left(x_{1}+i y_{1}\right), \ldots, T_{N}\left(x_{N}+i y_{N}\right)\right) \\
& =\left(u_{1}(x, y)+i v_{1}(x, y), \ldots, u_{N}(x, y)+i v_{N}(x, y)\right) \\
& =\left(u_{1}, v_{1}, \ldots, u_{N}, v_{N}\right)=(u, v) .
\end{aligned}
$$
\]

The corresponding $K$-algebra homomorphism

$$
\rho(\tau): K\left[U_{1}, V_{1}, \ldots, U_{N}, V_{N}\right] \longrightarrow K\left[X_{1}, Y_{1}, \ldots, X_{N}, Y_{N}\right]
$$

is defined by $U_{j} \mapsto \frac{1}{2}\left(T_{j}(Z)+\bar{T}_{j}(\bar{Z})\right)$ and $V_{j} \mapsto \frac{1}{2 i}\left(T_{j}(Z)-\bar{T}_{j}(\bar{Z})\right)$. It follows easily that

$$
\begin{aligned}
\frac{\partial\left(U_{1}, V_{1}, \ldots, U_{N}, V_{N}\right)}{\partial\left(X_{1}, Y_{1}, \ldots, X_{N}, Y_{N}\right)} & =\frac{\partial\left(T_{1}(Z), \ldots, T_{N}(Z)\right)}{\partial\left(Z_{1}, \ldots, Z_{N}\right)} \cdot \frac{\partial\left(\bar{T}_{1}(\bar{Z}), \ldots, \bar{T}_{N}(\bar{Z})\right)}{\partial\left(Z_{1}, \ldots, Z_{N}\right)} \\
& =\frac{\partial\left(T_{1}, \ldots, T_{N}\right)}{\partial\left(Z_{1}, \ldots, Z_{N}\right)} \cdot \frac{\partial\left(T_{1}, \ldots, T_{N}\right)}{\partial\left(Z_{1}, \ldots, Z_{N}\right)}
\end{aligned}
$$

In particular, $\rho^{*}(T)$ is unramified in $(x, y)$ if and only if $T$ is unramified in $z$. In this case the functional determinant of $\rho^{*}(T)$ is the norm of the functional determinant of $T$ and is therefore positive. For obvious reasons, $\tau: \mathbb{C}_{K}[W] \rightarrow \mathbb{C}_{K}[Z]$ is finite if and only if $\rho(\tau): K[U, V] \rightarrow K[X, Y]$ is finite. The sheet number of $\rho(\tau)$ equals the square of the sheet number of $\tau$. With these notations we obtain from Theorem 4.6:
5.9 Theorem Let $K$ be a real closed field and $\mathbb{C}_{K}=K[i]$ its field of complex numbers. Let $T: \mathbb{C}_{K}^{N} \rightarrow \mathbb{C}_{K}^{N}$ be a finite polynomial mapping with respect to the $\mathbb{C}_{K}$-algebra homomorphism $\tau: \mathbb{C}_{K}[W] \rightarrow \mathbb{C}_{K}[Z], W_{j} \mapsto T_{j}(Z), j=1, \ldots, N$. Then the mapping degree of the associated polynomial mapping $\rho^{*}(T): K^{2 N} \rightarrow K^{2 N}$ is positive. In particular, $T$ is surjective. - More precisely, the mapping degree equals the number of points of a fiber $T^{-1}(w), w \in \mathbb{C}_{K}^{N}$, if $\tau$ is unramified in every point of this fiber.

Of course, if $K$ is only an ordered field and $T: \mathbb{C}_{K}^{N} \rightarrow \mathbb{C}_{K}^{N}$ is a finite polynomial mapping, the mapping degree of $T$ is also positive. For this, one embeds $K$ into a real closed field according to Remark 4.3 and applies Theorem 5.9. In any case, we also call the mapping degree of $\rho^{*}(T)$ : $K^{2 N} \rightarrow K^{2 N}$ the mapping degree of $T$.

Theorem 5.9 is the geometric description of the fact that $\mathbb{C}_{K}$ is algebraically closed if $K$ is real closed. Most directly, if $T \in \mathbb{C}_{K}[Z]$ is a polynomial of degree $n \in \mathbb{N}^{*}$ in one variable, the polynomial mapping $T: \mathbb{C}_{K} \rightarrow \mathbb{C}_{K}, z \mapsto T(z)$, is finite with sheet number $n$, and surjective by Theorem 5.9. In particular, $T$ has a zero in $\mathbb{C}_{K}$. In the more general situation of Theorem 5.9, the mapping degree is a posteriori the sheet number $n$ of $\tau$. Since $\rho(\tau): K[U ; V] \rightarrow K[X ; Y]$ has sheet number $n^{2}$ every fiber of $\rho(\tau)^{*}: \mathbb{A}_{K}^{2 N} \rightarrow \mathbb{A}_{K}^{2 N}\left(\mathbb{A}_{K}^{2 N}=\operatorname{Spec} K[X ; Y]\right.$ respectively, $\left.\mathbb{A}_{K}^{2 N}=\operatorname{Spec} K[U ; V]\right)$ over an unramified point $w \in \mathbb{C}_{K}^{N}=K^{2 N}$ contains, in addition to the $n K$-rational points in $K^{2 N}$, $n(n-1) / 2$ further points with residue class field $\mathbb{C}_{K}$, the so-called complex points of the fiber.

A special case is given by the Vieta mappings $\mathrm{V}_{\mathbf{m}}: \mathbb{C}_{K}^{\mathbf{m}} \rightarrow \mathbb{C}_{K}^{|\mathbf{m}|}, \mathbf{m}=\left(m_{1}, \ldots, m_{r}\right) \in\left(\mathbb{N}^{*}\right)^{r}, r \in \mathbb{N}^{*}$, over $\mathbb{C}_{K}$. If $K$ is an ordered field, their mapping degrees coincide with their sheet numbers $\binom{|\mathbf{m}|}{\mathbf{m}}$ as mentioned before. Furthermore, if $K$ is real closed, they are surjective.

## §6 Euler's "Proof" of the Fundamental Theorem of Algebra

As described in the introduction, in his attempt to prove the Fundamental Theorem of Algebra, Euler considers the Vieta mappings $\mathrm{V}_{(k, k)}: K^{k} \times K^{k} \rightarrow K^{2 k},(F, G) \mapsto H=F G$,
where $k=2^{\gamma}$ is a non-trivial 2-power, $\gamma \in \mathbb{N}^{*}$, and tries to show that these mappings are surjective for real closed fields $K$. Of course, this is a consequence of Theorem 4.6, since, by Theorem 5.5, the mapping degree $\delta_{\left(2^{\gamma}, 2^{\gamma \gamma)}\right.}=\left(2^{2 \gamma-1}\right)$ of $\mathrm{V}_{(k, k)}$ is positive. Euler proves only the following: There is a polynomial $E \in K\left[W_{1}, \ldots, W_{2 k}\right], E \neq 0$, such that every point $H \in K^{2 k}$ (i.e. every monic polynomial of degree $2 k$ ) with $E(H) \neq 0$ belongs to the image of $\mathrm{V}_{(k, k)}$ (i.e. is a product of two monic polynomials of degree $k$ ). That is, Euler proves the Fundamental Theorem of Algebra only for the "generic case", cf. Theorem 6.1 below. This is the point which Gauss criticizes the most in his doctoral thesis [7] on the Fundamental Theorem of Algebra from 1799 and which he regards as the main gap of Euler's proof. For him there is no reason why the polynomials $H$ with $E(H)=0$ should also belong to the image of $\mathrm{V}_{(k, k)}$.

First, we note that the surjectivity of $\mathrm{V}_{(k, k)}: K^{k} \times K^{k} \rightarrow K^{2 k}$ for all $k=2^{\gamma}>1$ and for all real closed fields $K$ implies the Fundamental Theorem of Algebra, i.e. the fact that every non-constant polynomial over $K$ possesses a factor of degree $\leq 2$.

1. It suffices to show that every polynomial of degree $2^{\gamma}, \gamma>1$, is the product of polynomials of degree $\leq 2$, since for an arbitrary polynomial $F \in K[X]$ the product $X^{\nu} \cdot F$ is of degree $2^{\gamma}$ for a suitable $v$. If $X^{\nu} \cdot F$ is the product of polynomials of degree $\leq 2$ then so is $F$.
2. The result that every polynomial of degree $k=2^{\gamma}, \gamma>1$, is the product of polynomials of degree $\leq 2$ then follows easily by induction on $\gamma$, where one uses the surjectivity of $\mathrm{V}_{(k, k)}$ for the induction step.

For the proof of the Fundamental Theorem of Algebra, it is obviously enough to show that every non-constant separable polynomial, i.e. every non-constant polynomial with no multiple factors, is the product of polynomials of degree $\leq 2$. Therefore, it suffices to show that every monic separable polynomial of degree $2 k, k=2^{\gamma}>1$, belongs to the image of $\mathrm{V}_{(k, k)}: K^{k} \times K^{k} \rightarrow K^{2 k}$. In Step 1 , one considers instead of $F$ a polynomial $\left(X-a_{1}\right) \cdots\left(X-a_{v}\right) F$ with pairwise distinct $a_{1}, \ldots, a_{v}$ that are not zeros of $F$. Then $\left(X-a_{1}\right) \cdots\left(X-a_{v}\right) F$ is separable if $F$ is. We already know, by Example 5.3, that the degree of a prime polynomial over a real closed field (which is a 2 -field) is a power of 2. Thus, it is even enough to show that the prime polynomials (which are separable in characteristic zero) belong to the image of $\mathrm{V}_{(k, k)}, k=2^{\gamma}, \gamma \in \mathbb{N}^{*}$.

For $K=\mathbb{R}$, Euler's gap is easily resolved: As mentioned before, the mapping $\mathrm{V}_{(k, k)}$ : $\mathbb{R}^{k} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{2 k}$ is proper and, in particular, a closed mapping (with respect to the strong topologies). This is an immediate consequence of the Theorem of Bolzano-Weierstrass (which Euler, likewise d'Alembert, may have considered without further ado as selfevident or as an axiom (in the pre-Hilbert sense)). Since the complement of the zero set of any polynomial $F \in \mathbb{R}\left[W_{1}, \ldots, W_{2 k}\right], F \neq 0$, is dense in $\mathbb{R}^{2 k}$, the set $\mathrm{D}_{\mathbb{R}}(E)=\{H \in$ $\left.\mathbb{R}^{2 k} \mid E(H) \neq 0\right\}$ for the polynomial $E$ from above is also dense in $\mathbb{R}^{2 k}$. Therefore, the image of $\mathrm{V}_{(k, k)}$, which is a closed set and contains $\mathrm{D}_{\mathbb{R}}(E)$, coincides with $\mathbb{R}^{2 k}$.

To fill Euler's gap for an arbitrary real closed field with purely algebraic methods, we propose the following rather elementary method: As mentioned before, it suffices to show that every separable polynomial $H \in K^{2 k}$ belongs to the image of $\mathrm{V}_{(k, k)}: K^{k} \times$
$K^{k} \rightarrow K^{2 k}$. The set of all separable polynomials in $K^{2 k}$ is also the complement of a zero set of a non-zero polynomial in $K\left[W_{1}, \ldots, W_{2 k}\right]$, namely of the discriminant D of the universal polynomial $\mathrm{H}:=X^{2 k}-W_{1} X^{2 k-1}+W_{2} X^{2 k-2}-\cdots+W_{2 k}$, which is, up to sign, the Sylvester determinant $\mathrm{D}=(-1)^{\binom{n}{2}} \operatorname{Res}\left(\mathrm{H}, \mathrm{H}^{\prime}\right)$.

For every separable polynomial $H_{0} \in K^{2 k}$, the fiber algebra of $\mathrm{V}_{(k, k)}$ over $H_{0}$ is separable, by Lemma 5.4. Therefore, its trace form is non-degenerate. By Theorem 3.2, it suffices to show that the signature of this trace form does not vanish. By Euler's result, this is true if $E\left(H_{0}\right) \neq 0$. Assume $E\left(H_{0}\right)=0$. Then, by Lemma 1.2, there is a neighborhood of $H_{0}$ in $K^{2 k}$ such that the trace form of the fiber algebra of each $H$ in this neighborhood has the same signature as in $H_{0}$. Since there are points $H$ in this neighborhood with $E(H) \neq 0$, this common signature is non-zero, namely the number of $K$-rational points in this specific fiber over $H$, cf. Theorem 3.2.

We now give the proof of the announced theorem of Euler, which, together with the preceding considerations, also yields a proof of the Fundamental Theorem of Algebra:
6.1 Theorem ([5], Theorème 7, 1749) Let $K$ denote a real closed field and $k=2^{\gamma}$ with $\gamma \in \mathbb{N}^{*}$. Then there is an (explicitly determinable) polynomial $E \in K\left[W_{1}, \ldots, W_{2 k}\right]$, $E \neq 0$, such that all $w \in K^{2 k}$ with $E(w) \neq 0$ belong to the image of the Vieta mapping $\mathrm{V}_{(k, k)}: K^{k} \times K^{k} \rightarrow K^{2 k}$.

Proof: We shall give Euler's original direct proof (in modern language) to point out Euler's significant contributions to the proof of the Fundamental Theorem of Algebra. The proof demonstrates his excellent skills in calculation and reveals fundamental ideas that turned out to be important for the development of algebra in general and had an especially profound impact on invariant theory and field theory up to Galois theory.

Euler studies the finite extension

$$
v_{(k, k)}: K\left[W_{1}, \ldots, W_{2 k}\right] \rightarrow K\left[U_{1}, \ldots, U_{k} ; V_{1}, \ldots, V_{k}\right]
$$

of polynomial algebras associated to the Vieta mapping $\mathrm{V}_{(k, k)}: K^{k} \times K^{k} \rightarrow K^{2 k}$. As we have already described in Section 5, he interprets the indeterminates $U, V$ and $W$ as the elementary symmetric functions: $U_{\kappa}=\mathrm{S}_{\kappa}\left(X_{1}, \ldots, X_{k}\right), V_{\lambda}=\mathrm{S}_{\lambda}\left(X_{k+1}, \ldots, X_{2 k}\right)$ and $W_{\mu}=\mathrm{S}_{\mu}\left(X_{1}, \ldots, X_{2 k}\right), 1 \leq \kappa, \lambda \leq k, 1 \leq \mu \leq 2 k$, where $X_{1}, \ldots, X_{2 k}$ is a new system of indeterminates. According to this interpretation, we denote in the following the indeterminates $W_{1}, \ldots, W_{2 k}$ by $S_{1}, \ldots, S_{2 k}$ and specific values $w_{1}, \ldots, w_{2 k} \in K$ of $W_{1}, \ldots, W_{2 k}$ by $s_{1}, \ldots, s_{2 k}$. Then $v_{(k, k)}$ is identified with the canonical embedding $K[S] \subseteq K[U ; V]$ and $K[U ; V]$ is canonically embedded into $K[X]$. Altogether we have the chain

$$
K[S] \subseteq K[U ; V] \subseteq K[X]
$$

of finite extensions and the associated chain

$$
K(S) \subseteq K(U ; V) \subseteq K(X)
$$

of their quotient fields. The $K$-algebra $K[X]$ is free of rank $k!k$ ! over $K[U ; V]$, and $K[U ; V]$ is free of rank $n:=\binom{2 k}{k}$ over $K[S]$, cf. Lemma 5.2. The symmetric group $\mathfrak{S}_{2 k}$ operates canonically on $K[X]$ with $K[S]$ as algebra of invariants. On the other hand, $K[U ; V]$ is the algebra of invariants of $K[X]$ under the operation of the group $\mathfrak{S}_{k} \times \mathfrak{S}_{k}$, which is
canonically embedded in $\mathfrak{S}_{2 k}$ (the second factor is identified with the permutation group $\left.\mathfrak{S}(\{k+1, \ldots, 2 k\}) \subseteq \mathfrak{S}_{2 k}\right)$.

First, we note that

$$
n=\frac{(2 k)!}{k!k!}=2\binom{2 k-1}{k-1}=2 m
$$

where the factor $m:=\binom{2 k-1}{k-1}=\binom{2^{\gamma+1}-1}{2^{\gamma}-1}$ is odd. Incidentally, all binomial coefficients $\left({ }^{2^{\gamma+1}-1}\right), 0 \leq v \leq 2^{\gamma+1}-1$, are odd, since over $\mathbb{Z} / \mathbb{Z} 2$

$$
(1+t)^{2^{\gamma+1}-1}=\frac{(1+t)^{2^{\gamma+1}}}{1+t}=\frac{1+t^{2 \gamma+1}}{1+t}=\sum_{v=0}^{2^{\gamma+1}-1} t^{v}
$$

As Euler, we use now a resolvent, i. e. a primitive element of the field extension $K(S) \subseteq$ $K(U ; V)$, cf. Example 2.1. Such a resolvent is given by

$$
\begin{aligned}
Z:=U_{1}-V_{1} & =\mathrm{S}_{1}\left(X_{1}, \ldots, X_{k}\right)-\mathrm{S}_{1}\left(X_{k+1}, \ldots, X_{2 k}\right) \\
& =X_{1}+\cdots+X_{k}-X_{k+1}-\cdots-X_{2 k}=2 U_{1}-S_{1} .
\end{aligned}
$$

Indeed, $Z \in K[X]$ has the $n$ conjugates $X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}, \mathcal{R} \subseteq[1,2 k], \# \mathcal{R}=k$ with respect to the symmetric group $\mathfrak{S}_{2 k}$. Here, for an arbitrary subset $\mathcal{S} \subseteq[1,2 k]$ we denote by $\mathcal{S}^{\prime}$ its complement $[1,2 k] \backslash \mathcal{S}$ and define $X_{\mathcal{S}}:=\sum_{i \in \mathcal{S}} X_{i}$, so that $Z=X_{[1, k]}-X_{[k+1,2 k]}$. Note that $\sigma\left(X_{\mathcal{S}}-X_{\mathcal{S}^{\prime}}\right)=X_{\sigma \mathcal{S}}-X_{\sigma \mathcal{S}^{\prime}}=X_{\sigma \mathcal{S}}-X_{(\sigma \mathcal{S})^{\prime}}$ for arbitrary $\mathcal{S} \subseteq[1,2 k], \sigma \in \mathfrak{S}_{2 k}$. Hence,

$$
\mathrm{R}(S ; T)=\prod_{\# \mathcal{R}=k}\left(T-\left(X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}\right)\right) \in K[S][T] \subseteq K(S)[T]
$$

is the resolvent polynomial of $Z$ and $K(U ; V)=K(S)[Z]$. In particular, the coefficients $U_{1}, \ldots, U_{k}, V_{1}, \ldots, V_{k}$ of the factors $X^{k}-U_{1} X^{k-1}+\cdots+U_{k}, X^{k}-V_{1} X^{k-1}+\cdots+V_{k}$ of their product $X^{2 k}-S_{1} X^{k-1}+\cdots+S_{2 k}$ are polynomials in $Z$ with rational functions in $S_{1}, \ldots, S_{2 k}$ as coefficients. ${ }^{9}$

The subalgebra $K[S][Z] \subseteq K[U ; V]$ is "generically" equal to $K[U ; V]$. But because $k \geq 2$, it never coincides with $K[U ; V]$. The deviation can be described explicitly: The powers $Z^{j-1}, j=1, \ldots, n$, are linear combinations of a fixed $K[S]$-base $B_{1}, \ldots, B_{n}$ of $K[U ; V]$,

$$
Z^{j-1}=\sum_{i=1}^{n} A_{i j} B_{i}, \quad j=1, \ldots, n
$$

and the non-zero transition determinant

$$
E:=\operatorname{det}\left(A_{i j}\right)_{1 \leq i, j \leq n} \in K[S]
$$

(of degree $\left.\binom{2 k-1}{k-1}\left(\binom{2 k}{k}-k^{2}-1\right)=m\left(n-k^{2}-1\right) \equiv 1(2)\right)$ describes the support of the $K[S]$-module $K[U ; V] / K[S][Z]$. In particular, for a point $s=\left(s_{1}, \ldots, s_{2 k}\right) \in K^{2 k}$ the fiber algebra

$$
K[U ; V] / \mathfrak{m}_{s} K[U ; V]=K[U ; V] /(S-s) K[U ; V]
$$

[^8]coincides with the fiber algebra
$$
K[S][Z] / \mathfrak{m}_{s} K[S][Z] \cong K[T] /\langle\mathrm{R}(s ; T)\rangle
$$
if (and only if) $E(s) \neq 0$. Theorem 6.1 is therefore a direct consequence of the following lemma.
6.2 Lemma The resolvent polynomial $\mathrm{R}(s ; T)$ has a zero in $K$ for every $s=\left(s_{1}, \ldots, s_{2 k}\right) \in K^{2 k}$.

Proof: Since

$$
\begin{aligned}
\mathrm{R}(S ;-T) & =\prod_{\# \mathcal{R}=k}\left(-T-\left(X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}\right)\right)=\prod_{\# \mathcal{R}=k}\left(T+\left(X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}\right)\right) \\
& =\prod_{\# \mathcal{R}=k}\left(T-\left(X_{\mathcal{R}^{\prime}}-X_{\mathcal{R}}\right)\right)=\mathrm{R}(S ; T)
\end{aligned}
$$

the resolvent polynomial is a polynomial in $T^{2}$ :

$$
\mathrm{R}(S ; T)=\widetilde{\mathrm{R}}\left(S ; T^{2}\right)
$$

(The polynomial $\widetilde{\mathrm{R}}(S ; \widetilde{T}) \in K[S][\widetilde{T}]$ is of degree $m=n / 2$ in $\widetilde{T}$ and is the resolvent polynomial of $\widetilde{Z}:=Z^{2}=\left(U_{1}-V_{1}\right)^{2}$.) The constant term of $\mathrm{R}(S ; T)$ (and $\left.\widetilde{\mathrm{R}}(S ; \widetilde{T})\right)$ is of the form $-C^{2}$ with $C \in K[S]$. Indeed,

$$
\mathrm{R}(S ; 0)=\prod_{\# \mathcal{R}=k}\left(X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}\right)=\prod_{1 \in \mathcal{R}}\left(X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}\right) \cdot \prod_{1 \notin \mathcal{R}}\left(X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}\right)=-\prod_{1 \in \mathcal{R}}\left(X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}\right)^{2}
$$

since the number of subsets $\mathcal{R} \subseteq[1,2 k]$ with $1 \in \mathcal{R} \# \mathcal{R}=k$, is $\binom{2 k-1}{k-1}=m \equiv 1(2)$. Furthermore,

$$
C:=\prod_{1 \in \mathcal{R}}\left(X_{\mathcal{R}}-X_{\mathcal{R}^{\prime}}\right)
$$

is invariant under the operation of $\mathfrak{S}_{2 k}$, i.e. $C \in K[S] .{ }^{10}$ The equality $\sigma C=C$ is obvious for $\sigma \in \mathfrak{S}_{2 k}$ with $\sigma 1=1$. Hence, it is enough to show that $\tau C=C$ for the transposition $\tau:=<1,2\rangle$. For this, let $\mathcal{S}$ and $\mathcal{T}$ denote subsets of [3,2k] of cardinality $k-2$ and $k-1$, respectively, and let $\mathcal{S}^{c}, \mathcal{T}^{c}$ be the complements $[3,2 k] \backslash \mathcal{S},[3,2 k] \backslash \mathcal{T}$ of $\mathcal{S}$ and $\mathcal{T}$ in $[3,2 k]$, respectively. Then

$$
\begin{aligned}
\tau C & =\prod_{1 \in \mathcal{R}}\left(X_{\tau \mathcal{R}}-X_{(\tau \mathcal{R})^{\prime}}\right) \\
& =\prod_{\mathcal{S}}\left(X_{1}+X_{2}+X_{\mathcal{S}}-X_{\mathbb{S}^{c}}\right) \cdot \prod_{\mathcal{T}}\left(X_{2}+X_{\mathcal{T}}-X_{1}-X_{\mathcal{T}^{c}}\right) \\
& =\prod_{\mathcal{S}}\left(X_{1}+X_{2}+X_{\mathcal{S}}-X_{\mathscr{S}^{c}}\right) \cdot \prod_{\mathcal{T}}\left(X_{1}+X_{\mathcal{T}}-X_{2}-X_{\mathcal{T}^{c}}\right)=C
\end{aligned}
$$

because the number $\binom{2 k-2}{k-1}=2\binom{2 k-3}{k-2}$ of subsets $\mathcal{T} \subseteq[3,2 k]$ with $\# \mathcal{T}=k-1$ is even. It follows that for any $s \in K^{2 k}$ the constant term $-C^{2}(s)$ of the monic polynomial $\mathrm{R}(s ; T) \in$ $K[T]$ is $\leq 0$. Hence, $\mathrm{R}(s ; T)$ has a zero $(\geq 0)$ in $K$ by the Intermediate Value Theorem. This proves the lemma.

[^9]6.3 Remark Of course, to find a $t \in K$, which satisfies the equation $\mathrm{R}(s ; t)=0$ of degree $n=2 m$, one solves first the equation $\widetilde{\mathrm{R}}(s ; \widetilde{t})=0$ of degree $m$. If $\widetilde{t} \geq 0$ is a solution in $K$ of the last equation, then $t= \pm(\tilde{t})^{1 / 2}$ are solutions of $\mathrm{R}(s ; t)=0$.
6.4 Example We illustrate the proof of Theorem 6.1 for $\gamma=1, k=2$. In this case
$$
U_{1}=X_{1}+X_{2}, \quad U_{2}=X_{1} X_{2}, \quad V_{1}=X_{3}+X_{4}, \quad V_{2}=X_{3} X_{4},
$$
and the generic polynomial is given by
$$
\prod_{i=1}^{4}\left(X-X_{i}\right)=X^{4}-S_{1} X^{3}+S_{2} X^{2}-S_{3} X+S_{4}=\left(X^{2}-U_{1} X+U_{2}\right)\left(X^{2}-V_{1} X+V_{2}\right)
$$
with
$$
S_{1}=U_{1}+V_{1}, \quad S_{2}=U_{1} V_{1}+U_{2}+V_{2}, \quad S_{3}=U_{1} V_{2}+U_{2} V_{1}, \quad S_{4}=U_{2} V_{2}
$$

The chosen resolvent $Z:=U_{1}-V_{1}=2 U_{1}-S_{1}$ has the minimal polynomial

$$
\mathrm{R}(S ; T)=\widetilde{\mathrm{R}}\left(S ; T^{2}\right),
$$

where

$$
\begin{aligned}
& \widetilde{\mathrm{R}}(S ; \widetilde{T})= \\
& \quad=\left(\widetilde{T}-\left(X_{1}+X_{2}-X_{3}-X_{4}\right)^{2}\right)\left(\widetilde{T}-\left(X_{1}-X_{2}+X_{3}-X_{4}\right)^{2}\right)\left(\widetilde{T}-\left(X_{1}-X_{2}-X_{3}+X_{4}\right)^{2}\right) \\
& \quad=\widetilde{T}^{3}-\left(3 S_{1}^{2}-2^{3} S_{2}\right) \widetilde{T}^{2}+\left(3 S_{1}^{4}-2^{4} S_{1}^{2} S_{2}+2^{4} S_{1} S_{3}+2^{4} S_{2}^{2}-2^{6} S_{4}\right) \widetilde{T}-\left(S_{1}^{3}-4 S_{1} S_{2}+8 S_{3}\right)^{2}
\end{aligned}
$$

is the resolvent polynomial of the (cubic) resolvent $Z^{2}$.
To compute the polynomial $E \in K[S]$ of Theorem 7.1, we choose the $K[S]$-base $1, U_{1}, U_{1}^{2}, U_{1}^{3}$, $U_{1}^{4}, U_{2}$ of $K[U ; V]$. (It is easy to see that their residue classes form a $K$-base of $K[U ; V] /\langle S\rangle K[U ; V]$.) From the relations

$$
S_{3}=U_{1}^{3}-S_{1} U_{1}^{2}-2 U_{1} U_{2}+S_{2} U_{1}+S_{1} U_{2}, \quad S_{4}=U_{1}^{2} U_{2}-S_{1} U_{1} U_{2}-U_{2}^{2}+S_{2} U_{2}
$$

and

$$
S_{4} U_{1}-S_{3} U_{2}=U_{1} U_{2}^{2}-S_{1} U_{2}^{2}
$$

we obtain successively, modulo $\sum_{j=0}^{4} K[S] U_{1}^{j}$, the congruences

$$
\begin{gathered}
U_{1} U_{2} \equiv \frac{1}{2} S_{1} U_{2}, \quad U_{1}^{2} U_{2} \equiv \frac{1}{2} S_{1} U_{1} U_{2} \equiv \frac{1}{4} S_{1}^{2} U_{2}, \\
U_{2}^{2} \equiv U_{1}^{2} U_{2}-S_{1} U_{1} U_{2}+S_{2} U_{2} \equiv\left(-\frac{1}{4} S_{1}^{2}+S_{2}\right) U_{2}, \\
U_{1} U_{2}^{2} \equiv S_{1} U_{2}^{2}-S_{3} U_{2} \equiv\left(-\frac{1}{4} S_{1}^{3}+S_{1} S_{2}-S_{3}\right) U_{2}, \\
U_{1}^{3} U_{2} \equiv S_{1} U_{1}^{2} U_{2}+U_{1} U_{2}^{2}-S_{2} U_{1} U_{2} \equiv\left(\frac{1}{2} S_{1} S_{2}-S_{3}\right) U_{2}
\end{gathered}
$$

and hence

$$
U_{1}^{5} \equiv 2 U_{1}^{3} U_{2}-S_{1} U_{1}^{2} U_{2} \equiv\left(-\frac{1}{4} S_{1}^{3}+S_{1} S_{2}-2 S_{3}\right) U_{2}
$$

Therefore, the determinant of the matrix which expresses the elements $1, U_{1}, U_{1}^{2}, U_{1}^{3}, U_{1}^{4}, U_{1}^{5}$ in the $K[S]$-base $1, U_{1}, U_{1}^{2}, U_{1}^{3}, U_{1}^{4}, U_{2}$ is given by

$$
-\frac{1}{4} S_{1}^{3}+S_{1} S_{2}-2 S_{3} .
$$

Since $Z=2 U_{1}-S_{1}$, this yields the desired determinant for $1, Z, Z^{2}, Z^{3}, Z^{4}, Z^{5}$ :

$$
E=-2^{13}\left(S_{1}^{3}-4 S_{1} S_{2}+8 S_{3}\right) .
$$

From this description of $E$ one can derive directly that every polynomial $X^{4}-s_{1} X^{3}+s_{2} X^{2}-$ $s_{3} X+s_{4}$ of degree 4 over a real closed field is the product of two quadratic polynomials. Namely, applying a Tschirnhaus transformation one may assume that $s_{1}=0$. Thus, if $E(s)=-2^{13} \cdot 8 s_{3} \neq$ 0 , then Theorem 7.1 can be applied, and if $E(s)=0$, then $s_{3}=0$ and $X^{4}+s_{2} X^{2}+s_{4}$ is a product of two quadratic polynomials for trivial reasons. Further, we remark that (for $k=2$ ) one can conclude a priori that the zero set of $E$ coincides with the zero set of the constant term of the resolvent polynomial $\mathrm{R}(S ; T)$.
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[^0]:    ${ }^{1}$ Note, that for an arbitrary commutative ring $A$ the nil radical $\mathfrak{n}_{A}$ is the intersection of all prime ideals of $A$.

[^1]:    ${ }^{2}$ Many authors call also the resolvent polynomial a resolvent.

[^2]:    ${ }^{3}$ By Theorem 5.7, the only possibility is $L=\mathbb{C}_{K}=K[\sqrt{-1}]$.

[^3]:    ${ }^{4}$ If the field $K$ is finite the polynomials $T_{1}, \ldots, T_{N} \in K[X]$ are not uniquely determined by the mapping $T: K^{N} \rightarrow K^{N}$. Therefore, we assume tacitely that first the algebra homomorphism $\tau$ is given and that $T$ is derived from it.

[^4]:    ${ }^{5}$ That such a $P$-base exists is a priori clear since $E$ is a reflexive $P$-module of rank 1 and $P$ is factorial.

[^5]:    ${ }^{6}$ For arbitrary integers $r \leq s$ we denote by $[r, s]$ the $\mathbb{Z}$-interval $\{t \in \mathbb{Z} \mid r \leq t \leq s\}$.

[^6]:    ${ }^{7}$ The purely topological aspects of this proof in case $K=\mathbb{R}$ are described in [14].

[^7]:    ${ }^{8}$ For a more general discussion of the following construction see [13, Section 3.2.1].

[^8]:    ${ }^{9}$ In order to prove that $\mathrm{R}(S ; T)$ is the minimal polynomial of $Z=X_{[1, k]}-X_{[k+1,2 k]}$, i.e. that any polynomial $C(S ; T) \in K(S)[T]$ with $C(S ; Z)=0$ is a multiple of $\mathrm{R}(S ; T)$, it would be enough to observe that $0=\sigma(C(S ; Z))=C(S ; \sigma Z)=C\left(S ; X_{\sigma[1, k]}-X_{\sigma[k+1,2 k]}\right)$ for every $\sigma \in \mathfrak{S}_{2 k}$. - Euler used $U_{1}$ instead of $Z$ as a resolvent and made in addition a Tschirnhaus transformation, which in the end yields (essentially) the same resolvent as $Z$.

[^9]:    ${ }^{10}$ Euler's insufficient argumentation for $C \in K[S]$ is one of the (minor) points of criticism, which Gauss mentions in his doctoral thesis, cf. the introduction.

