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ABSTRACT

A new method for decomposition of composite signals is presented. It is  shown
that high frequency portion of composite signal spectrum possesses information on
echo structure. The proposed technigue does not assume the shape of basic wavelet
and does not place any restrictions on the amplitudes and arrival times of echoesin
the composite signal. In the absence of noise any desired resolution can be obtained
The effect of sampling rate and frequency window function on echo resolution are
discussed. Voiced speech segment is considered as an example of composite signal
to demonstrate the application of the decomposition technique.
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1. INTRODUCTION

Composite signals consisting of multiple wavelets of identical shape
overlapping in time can be 1egarded as superposition of echoes of a basic
waveform. If the echo amplitudes and airival times are exprossed relative
to the first basic waveform, then the echo characteristics can be represented
by an impulse of unit value at the origin followed by impulses of values
cotresponding to the echo amplitudes occurring at the echo arrival tmes.
The composite signal will then be a convolution of the basic wave-
form and the echo chatacteristics. The problem of decomposition of compo
site signals consists of determining the shape of the basic wavelit and the
number of echoes along with the amplitudes and arrival times. Such
situations often arise in areas like somar, radar, speech, electrophysiologys
seismology etc. [1].

_ Digital signal processing techniques have been effectively used for compo-
site signal decomposition although each technique has proved useful under
412
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individual circumstances. In the digital inverse filtering technique [I, 2]. for
example, the composite signal is passed through a linea: time-invatiant system
so that the output gives pulses at the instants of echo arrivals. Such a system
must necessarily have a frequency response which is the reciprocal of the
Fowder transform of the signal components to be removed. In general
it turns out that the transfer function of the system is the ratio of the Fourier
iransform of the output pulse to the Fourier transform of the basic wave-
form. By this method it is possible to obtain any desired echo resolution
under noise-free conditions provided sufficient computational time is allowed.
The drawback of this techmique is that the shapc of the basic waveform must
be known for designing the inverse filter.

Cepstrum techniques [3], [4], [51 have been suggested for the decomposi-
tion of composite signals when the shape of the basic signal is not known.
Since the Fourier transform of the composite signal is & product of the
Fourier trensforms of the basic waveform and the echo characteristics, in
in the log-spectium of the composite signal the periodic components due
to the echo characteristics will be superimposed on the log spectrum of the
basic waveform. The inverse Fourier transform of the log spectrum called
cepstrum, will yield peaks at the echo amival times. The basic waveform is
extracted through cepstral smoothing [4]. [5].

Cepstrum techniques are effective mainly in the detection and wavelet
extraction for single echo case. For multiple echoes peaks appear in the
cepstrum not only at the echo arrival times but also at the sums and differ-
ences of their multiples. A careful interpretation is required to determine
the peaks corresponding to the echo arrival times. The heights of these
peaks do not have a simple relation with the amplitudes of the echoes they
represent. In fact, the heights depend upon the relative positions of the
echoes also. For zn unambiguous interpretation of echo data from cepstrum
there are restrictions [5] on the number of echoes and their amplitudes and
arrival times. Thus the technique is not applicable for a general composite

signal,

We present here a decomposition techrique that does not require @ priori
knowledge of the basic waveform and 2lso imposes o restrictions on the
echo characterisisics. For mnoiseless signals the technique appears to be
superior to earlier omes. In the presence of noise this technique requires
a higher signal to noise ratio compared to other techmigues for the same
echo resolution. A voiced speech segment is chosen to illustrate the appli-
cation of our technique on real data.

IL Sc.—4
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2. TaeE PROPOSED DECOMPOSITION TECHNIQUE

{a) Problem
Given a signal x (¢) that is a finite summation of a basic wavelet s(r)

and its echoes:

x() =S ags(t — 1) n
i=0

where ao = 1 and # ==0, the problem is to determine the echo arrival times

f; and the echo amplitudes #; for i =1, 2,.., n and the waveform s (r).

(b) Basis
Equation (1) can be wriiten as
x(t) =s5@) *h () 2
where
he)= Zasbit— 1) ®

and the * denotes convolution. Taking the Fourier iransform of (2) we
get

X(w) =5 (w) H(w) @
where

CHO = ):a ety 6

H (w) is a finite sum of periodic functions with frequencies #;. For
finite energy signals s(¢) having rational spectra, |S(w) | falls off mono-
tonically at high frequencies [6]. Tt is this difference in the characteristics
of S(w) and H (w) that we would like to exploit to extract the information
about the echoes even though S(w) is unknown.

In a general deconvolution problem H (w) may have any shape and hence
must be known for all w in order to get the impulse response / () of H (w).
This requires 2 complete knowledge of S (w) so that an inverse filter of the
form 1/S(w) can be designed to extract H (w) from X (w). However, in
the present case, since H (w) is 2 finite sum of periodic functions, it is
sufficient if we know & (w) over a band of frequencies to determine the periodic
components. Once all the periodic components and their amplitudes are
identified then H(w) is known completely from (5).
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(c) Method

The log spectrum of a typical composite signal is shown in Fig. 1 where
the periodicities due to H'(w) appear as fluctuations over the log spectrum
of 5(¢) shown by dotted line. The portion of the spectrum in the range ¢
to w, includes the significant frequency components of the signal s (7).
Therefore sy (r), the inverse Fourier transform of S (w) taken over the band
0 to w, corresponds very nearly to s(7) itself. The inverse transform x, ()
of S(w) H (w) over this frequency band will be s, (¢) *i(z) which corres-
ponds almost to the original composite signal x (¢) itself. Thus we have

S(W) for 0wl <<y

Si(w) = otherwise {6
s (6) = 2%7 f Sy (w) eIWE dw w5 (1) )
() = [ SO0 H () P o =51 () * R (1)

a5 (F) *h (7). (8)

On the other hand, consider the log spectrum of Fig. 1 in the range
wm < | w| <w, where the spectrum of s(z) is very nearly constant, Then

: m‘mp A
o,
M %%ﬂﬂw M

Frequency (W)

FiG, 1. Log spectrum of a typical composite signal.
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5, (1), the inverse transform of S (w) over wy<|w| <w, will have a signi-
ficant component around f =0 and negligible components at other times,
Thus we have

8 (w) for w < wl<ws
Sy (w) = { h oth;rwise )

50 O = [ S0 ¥ 10

—oa

The inverse transform x, (f) of S{(w) & (w) over the band w, < |w|<w,
is given by

3@ =n [ S200) Hw) e

=5 =2 -1 )

If 5, (2) is sharp enough then all the echoes will be resolved and the g; and
#; can be obtained from x,(t). We shall show that this is true for signals
possessing rational spectra.

For signals with rational spectrum the asymptotic behaviour of the
spectrum at high frequencies is given by 1/w® [6].
Then, for large w, we have

[Sw) | ~ Kw" (12

where X is a comstant. For w =w, — B,
-n
15tre=B) | =150 11~ 2 a3y
(4

If nBfwe <1, we can regard |S(w) | to be a constant equal to | S (we) !
in the range we— B<{|w|<w,. Since the phase of S(w) is also very
nearly constant in this range, we can write

S(w) ~ 8 (we) for we — BKw < we

S(w) ~ §* (we) for — we<w<<— we + B (14)
where S* (w,) is the complex conjugate of S(w.). Define a window function

— 1 Wc—B<[WI<W .
6w {0 o ¢ (15
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Then

—WwetB
S () = [ f 5 (w) &t gy 1 f S (w) et dw]

we—B —10p

~w[ f S (we) G (w) et gy + f S* (we) G (w) e“"tduJ 16

—oco

S{w,) is a Complex constant as per equation (14).
Let
Swe) =P —jO
and
S*(we) =P +jQ {an

where P is the even real part and Q is the odd imaginary part of §(w) in
the range we — B< | w [ <<we. Substituting (17) into (16) we get

(1) :227; [ [ PG@) cos wr dw -+ f 0G (w) sin wt dw)]

(18)
Normally either P or @ will be significant. When P> Q the envelope of
5 (t) will be of the form shown in Fig. 24, This occurs when the phase
of S(w) at large w is an even multiple of »/2. When @ > P the envelope
of 5, (£} will be of the form shown in Fig, 25. This occurs when the phase
of S(w) at large w is an odd multiple of =/2. In the latter case the function
crosses zero at the echo location. But by making Q the even real part and
P the odd imaginary part it is possible to get a peak at the echo location
as in Fig. 2 4. This is achieved by multiplying X (w) with jSgn (w).

) Choice of the Window Function

Proper choice of the window function helps in reducing the ambiguity
of the echo detection and its amplitude estimation. The transform of a
rectangular window function has considerable sidelobe leakage [7]. The
first sidelobe peak is about 20% of the main lobe and therefore it is likely
to be misinterpreted as another echo. Moreover, the side lobes affect the
amplitudes of closely spaced echoes. A suitable window function should
be chosen to overcome these problems [7]. By setting the values of the
spectrum outside the window width to zero the p1cket fenoe effect [8 in
x,(r) is reduced.
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()

(b

Fig. 2. The shape of the envelope of s.(1). () P> 0. (&) 9> F.

() Choice of Window Width and its Implications

The choice of the window width B for the best representation qf the
output y(z) depends upon the minimum echo arrival time or the minimum
epoch difference, The width B must be greater than 2n/f pyin so that several
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gycles of frequency corresponding to fpmjn areincluded within B, Therefore
for resolving echoes the lowsst value of B is given by

B =27/tmin 19

where fmin 15 the lower of the minimum echo arrival time and the
minimum epoch difference. For equation (14) to be satisfied we require

nBjwe < 1. (20)
Therefore, we get

n (277'/ min)

i L 1. @)

If we is chosen as the folding frequency of the signal x (z), then the inequality
to be satisfied by the sampling interval T (=m/w) is given by

T <& tmin/2n. (22)
Thus we can stipulate a sampling rate to obtain a desired resolution fora

given minimym echo arrival time. Usually the sampling rate required for
composite signals is much higher than for the basic waveform.

3. COMPUTATIONAL PROCEDURE

The following steps outline the procedure for implementation of the

proposed technique.

(6) The composite signal is sampled at some convenient rate (1/7" Hz).

(b) Tne discrete Fourier transform (DFT) is computed and its log
spectrum is plotted.

(¢) From the log spectrum a suitable frequency band is chosen over
the nearly flat portion of | S(w) | The DFT of the composite
signal is multiplied by a suitable window function G (w) over the
chosen width. In this paper, 2 Hanning window centered aroumd
the folding frequency is chosen for G (w).

(d) The inverse DFT of S(w) H(w) G(w) is computed. Since the
discrete points of this inverse DFT alternate in sign they are multi-
plied by (— 1)* to obtain the output samples y (). The s and
#;s are obtained from the amplitudes and locations of the peaks
in the output.

(¢) I the resolution in the outpit is poor then the original composite
signal is sampled at a higher rate and the steps (@) through (d)
are repeated.
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(f) If the output pulses are of the form shown in Fig. 24 then a 90°
phase shift [jSgn(w)] is given to §(w) and the sieps (¢) and 1]
are 1epeated.

4. EXAMPLES

The above procedure is illustrated thorugh examples in this section
A basic wavelet of the form 5 (r) =¢ exp (— a7) is considered as it is supposed
to be representative of a degraded radar or somar pulse [5]. Consider the
composite signal

x(H) =5 +04s(--27)+C-4s5(— 54) 3
where

s(t) =1 sxp (— 0-0€ 1) (24)
x(z) is sampled at 1/1-5 Hz and the log spectrum is obtained thrcugh an
FFT subroutine. In the lcg spectrum (Fig. 34) of x (¢) the gross speciral

features corresponding to the spectrum of s (¢) are shown by dotted line. The
periodic fluctuations superimposed on the log spectrum of s(¢f) represent

3.0

Log Spectrum of x{t)=s(t)«0.45(t-27)+0-45(t-56}

[
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F16. 3a. Log spectrum of a composite signal with two'echoes. Sampling frequenoy =
0-66 Hz,
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the echo characteristics. It can easily be seen that the region over which
the log spectrum is flat is small for the sampling rate considered. The width
B contains only two cycles for the echo arrivl time of 27 secords.  For lower
values of echo arrival times fewer number of cycles will be contained ir the
width resulting in a poor resolution of echoes. The resolution can be improved
by taking a larger sampling rate. The effect of increasing th- sampling rate
fiom 1/1°5 Hz to 1/0-375 Hz is shown in Fig. 35, Here the width B over
which the log spectrum is flatis larger compared to that shown in Fig. 3 a.
The cutput (Fig. 4) is obtained by apply.ng Hanning window over this width
and taking the inverse DFT.

Figwes 5 a, 5 b and 5 ¢ show the effect of the width B and the sampling
rate on echo resolution. Smaller values of B produce poorer iesolution-
On the other hand higher sampling rate allows larger value of B to be chosen
thus improving 1esolution. In general high sampling rate is recommended
for good resolution especially for low values of interecho intervals.

The application of the technique for the composite signal
x() =5 +04s5(— N+ 04s(t—2H+08s(r—36)
=020 — T (25)

Log Spectrum of x(t)=s(t)+0 4s(t-27)+Q4s(t -54)

30

R R

20}
800 Ny . . |
g0 HW T ]
EX {M{\Aﬂ( Frequency n Hz -..,.« IS R p—
20
f.‘.L
-3 0} hhh
4ot

Y1, 3p Log spectuam of composite signal with two ccohes. Sampling frequency = 2-66 Hz.
11 Se—5
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F16. 4. The outpat for the comp051te sxgnal s(t) +0-4s (¢t — 27) + 04t
window width shown.in Fig. 35,
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Fi1G. 52, The output for the composite signalx(s) =s(#} + 0-45 (¢ — 9 + Ovdsp( = 15)
for different sampling frequencies and window widths,
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with four echoes is illustrated in Figs. 6a and 65. TFhe echo anival timeg
are obtained exactly from the peaks in the output shown in Fig. €p.

The above examples are typical of the cases where the constant phase
at Jarge frequencies is an even multiple of #/2. The transform of s(s) is

_ VSR wr 2Jaw
SO) =Gl = (@@ T wie T G L wh (26)
For w £ a,
Sw)y ~ — 1jw? 27

‘That is, the real part is much greater than the imaginary part.
Consider the basic signal

St} =12 e (28
The transform of this signal is

2 @ awt Gty — w)
5w T@E R T W T @ e 29
For w3 a,
S{w) =~ jw? (30)

That is, the imaginary part is much greater than the real part.

compasite signal x (z) is formed with sz} of Eq. (28) as the basic
signal

x() =s(#) +0-8s(t— 45 +1-25(t — 54) (€33}

The output obtained by the application of the present techmique for the
decamposition of the above composite signal is shown in Fig. 7a. It is
seen that the output pulses have sn odd symmetry and they cross the time
axis at the eche arrival times. The output obatined when a 90° phase shift
is given to the transform of x(#) over the chosen window width is shown
in Fig. 7 b. Now the peaks of the pulses occur at the echo arrival times.
The reiative amplitudes are still maintained. The excessive side lobes ir
Fig. 7b are due to the fact that over the chosen frequency window the ratio
of the maximum to the minimum values of the spectrum is large.

5. DECOMPOSITION IN THE PRESENCE OF NOISE

Composite signal decomposition is in general difficult in the presemce
of additive noise. The difficulty ‘arises because a betier resclution requires
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x{(t)= 5(1) 40-45(t-) D-hs(1-26 ) + O8s(t-36)+0.25 (t~72)

(a) COMPOSITE SIGNAL (Four echoes)

o e e & e

_ i N U S
24 36 48 G0 72 84
Time in sec
(b}
;.
‘ |
{
! |
[
{
¢ M Vk ; Jd .
74 48 60 72 LY
Time In sec
. Pa.s. Decomposition of a composite signal with four echoes. (@) The composite signal
1 The output,
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Fie, 7, The output for a composite signal with two echoes [Basic wavelet: * exp (—anl
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2 larger bandwidth which in turn allows more noise. Our techmique gives
a poorer performance in the presence of noise compared to inverse filter [9].
But the disadvantage of the latter, namely, the requirement of the knowledge
of the basic wavelet, is mot presert here.
A noisy composite signal x () is generated by adding a band-limited
white Gaussian noise [10] to a composite signal:
x(8) =s@) +0'8s(t — 45 +1-25(t — 54) +n () (32)
The output obtained for a rms basic signal to rms noise 1atio of 40 4B is
shown in Fig 8. In the figure additional peaks due to noise are also
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Fi1G. 8, The output for a noisy composite signal.
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seen. When several sample functions of the same process are available
the detection of echoes may be improved by taking ensemble average of the
outputs of these sample functions.

6. VoiceD SPEECH AS A COMPOSITE SIGNAL

As a practical exampie of a composite signal, voiced speech is considered
in this section. The [decomposition of the signal using the frequency window
ing techuique yields an estimate of the pitch initiation points and hence the
pitch period. o

Voiced speech can be modelled as the output of a quasistationary linear
system excited by a quasi-periodic impulse train [11]. The responses of the
individual impulses overlap in time meaking the iesultant speech output a
composite signal. Figure. 9 shows the log spectrum of a voiced segment of
speech (Fig. 10 g) of 32 msec duration. Here the gross spectral features
(shown by the dotted line) correspond to the imprlse response of the system
and the periodit fluctuations are due to the impulse train excitation [11].
The outputs obtained using the present technique with and without 90° phase
rotation are shown in Figs. 10 ¢ and 10 4 respectively. The pitch initiation
points (shown dotted) can be obtained from these figures. The output of
a digital inverse filter [12] with 12 coefficients is also shown in Fig. 105
for comparison. It is to be noted that the digital inverse filtering technique
can be applied only if the basic signal can be derived as the output of an all
pole model.,

100~
S0
£
2
3 60
T
o
2
Om -~ i
S L

20_.

L X — fl _ PP 4
1 2 3

Frequency (kHz}

Fte. 9, Log spectrum of & voiced speech Segment,
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{b)
1

Time (m sec)

Fig. 10. Decomposition of voiced speech. (a) Voiced speech segment. (A) Qutput of the
inverse filter-

A detailed analysis of voiced speech for epoch extraction is presented
in [131.

7. CONCLUSIONS

An improved technique for composite signal decomvposition has been
suggested. This techiique overcomes the limitation of the digital inverse
filtering technique which requires a knowledge of the basic wavelet for its
implemsntation. For basic signals possessing rational spectra the high fre-
quency portion can be effectively used for the decompositios. .Any desired
resolution can be obtained in the absence of noise. The effect of the phase
of the basic signal at high frequencies on the echo detection, and the choice
of the sampling frequency and the window width. for echo resolution have
been illystrated through examples, Thereare no restrictions on the mumber
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)

1 L t 3 - el
o 10 20 30

TIME IN MSE¢

F16. 10(c) Output obtained using the present techuique. (@) Output after 90° phase rotation.

of echoes and their amplitudes as in the cepstrum techniques. The effect
of additive noise on echo detection has also been discussed.
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