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The object of the present paper 1s to study the nature. of the spectrulr 
associated with a second-order differential system 

LU = XU, (1) 

where 

and A is the eigenvalue parameter; y (x) a d  g (x)  are real valued functions 
each twice differentiable with respect to the variable .Y; r (x) is real valued 
and continuous in O <  x< m; p (x), q (x) and or r (s) tend to infinity 
whiie p' (x), P (x), q' (x),  q" (x) remain finite as x tends LO infinity (the 
accent denotes differentiation with respect to x). 
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The boundary conditions considered are 

where 

Ih$al(O) = 0, (3) 

U ( x ,  A) is a solution of (1.1) and 41 E $1 (O/x, A) ( I  = 1, 2) are the ' boun- 
dary-condition vectors ' at x = 0 (See Chakrabary [2]). 

Put 

(i) u ~ k  (J = I ,  2 ;  k  = 1 ,  2, 3, 4) are real valued constants, independent 
of A. 

(ii) The set Ja,k) is linearly independent of the set {azk). 

Let 

which take real values independent of h at x = 0 and satisfy (I) be deter- 
mined by 

[s,e,l = 0, [$10kl 7 3 k  ( j ,  k = 1, 21, (5 )  

8jk being the Kronecker delta. 

Then Bk are elllire functions of h and 

(when k =  I ,  1 = 2  and when k = 2 ,  I =  1). 

As and when necessary we shall use the results of Chakrabarty [2-31, 
Bhagat [I]. 



Further we represent the vector [ f i j .  ~ i j ]  by ((7)~. 

We make use of thc  following abbreviations in the present paper. 

Nl ( t )  = ( E l  (f) 
171 ( j )  rr i, (0 (')I 

cos 6 (xj 
= (sin , ,,I) 
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We write I A 1 to represent the matrix wllose elements are the moduli 
of the dements of the co~~espoildmg matnx A. 

3. A BASIC TRANSFORMATION 

The system (1) is eqnivalenl to the system 

dZ U 
dwZ + G - p ( x ) I ~ ~ = r ( x ) v  

cl" 7> 

dx" 
1 [A - q (2))  v =- P (x) 11 

By means o l  the transfoimatlon 
< 

1.e.. 

(L ,  - K (s, A)) 0 5;,3 0, (9) 

where 

and 



The system (8) is of the  same C01m ns ( 6 )  ~ \ , A : ~ I . c  l.k so e.gicients of ? 

and [ renil to zero when s tends lo inltnlly. This hnppens f o r  example, 
for a given finite h when 

(I) t (x) 1s bo~mded and negative for all x but 1 j )  1. 1 q tend to mfinlty 
as x tends to infinity. 

(ii) p (x), q (xj satisfy th2 col~dirions \hied in (I) but 

If however h tends lo ~nlin;ly, we can tahc r - 0 (pq ) ,  whole p, y sat~sfy the 
cond~t~ons stated in (I). 

Let 

P ( x )  = z (s) '14N (.T) (10) 

with 

Then from (10) and (6)  

P ( x )  = M (.v) 12 (x). 

so that 

+ { i ( h  - p ( t ) )  rr (t) - -  r ( t j  v (t)} z (t)-l'( ] CII 
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- i. ( t )  e (t! ( t j - l ~ z ]  dt 

- I,, + I,,, say. 

On integration by parts and subseoucnt simplification, wr have 

I - - z (())-I, 2 
11 - 7' (0) sm 5 (x) - i7(0) cos 5 (x) i- irj (2) + 
t ! sin (5 (x) - ( t ) )  3 (t)112 7 ( t )  &. 

Therefore, 

I, = - z (O)-I/" sill f (x) 11' (0) - i COS 5: (x )  7 (0) + iri (x) + 
+ j sin (f (x) - E (t)) z ( t) lI2 dt + 

with a. similar result for I,. 

Hence if 1, ( t )  I {El (t) ,  ( t ) ) ,  it fo!lows that 

7 (x) = 7 (0)  cos 5 (x)  - i r j '  (0) z (0)-liz sin 5 (x) + 
-t i ! s i n  (5 (x) -- 5 0)) (h (t), Q (0) dt. 



where 

4. ASSOCIATED LEMMAS 

Lemma I 

Let the coefficients p (.u), q(.w), P ( X )  of (1) satisfy 

(i) either p (x), q cl(d i)> Q (.I-), r (x) .:= 0 ( 1) 

or, 

p (XI, q (-YL r (-4 >, Q (4, r (x) == 0 ( p  (x) q (x)) 

where 

Q ~ X )  2 s >o, x a o 
(ii) p' (x), q' (x) 2 0 

(iii) p' (s) = 0 [ p  (x)lC, q' (s) -. 0 [q (x)lc, 0 ( c -< 512 

(iv) p" (x) q" (x)  are ultimately of one sign 

(v) i/e C L  10, w). 

Then 
m 
S I Nl ( t )  / 1 N, (t) I dt is uniformly 

0 

convergent with respect to X in any region for which 

j h - p ( x ) ~ , ~ X - y ( x ) ~ > 6 , ~ 0  for O < x < o o ;  

Nl,  N ,  being defined as before. 
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X 

J j l  = 0 J l / Q ( t )  dt]  = O i l ) ,  unirorn~ly 111 A. 
.u, 

By condition (i) of the lernrna ii followa that 

J , ,  - O (  I ) ,  un~forrnly In h 

On integration by parts m d  using conditions (iii) of' the problcm, it folIorvs 
that 

X 
J1 = 0 [ J p" p--5' ' dt] 

xo 

= 0 (I), uniformly in A, 

where 

0 <  c( 512. 

Similarly, 

J2 = 0 (I), uniformly in A, where 0 c: c < 5;2. 
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By the Schwartz inequality, 

.jJ = 0 j p12p-5 dt j p q-5 dtlliB 
X" Xo 

== 0 (I), uniformly in A, where 0 <  c< 4. 

Again, 

X 
= 0 [ J p ' ~ ~ - ' ~ ~ d t J  

X. 

= 0 (I), uniformly in A, where 0 < c < 512. 

Similar1 y. 

J, = 0(1), uniformly in A, where O <  c t  512. 

Therefore, 

X 
S M ( t )  z (t)-5fWt = 0 (I), uniformly in A, 
xo 

where 0 < c c 512. 

00 

It follows therefore from (16) that J [ I  g, I + 1 7 ,  I ] / /  z 1 dt converge uni- 
0 

formly with respect to A (real or complex). Similar result holds for 
0 

[ l ? l I +  151 l l i l 4 d t .  

The lemma therefore follows. 

Lemma II. 

If ImA >0, 0 <  argX< V ,  thcn 

exp [ie (x)] + w as x + w, t (x) 

being defined in (7). 



Agai 11, 

4 2  $ nrg cvg [ i z  ( t ) I 2 ' J <  3 ~ 1 2 .  

11: follows from the definition of $(XI that 

J m  f (x) > 0. 

Also, if / X I is bounded as n tends to infinity, then 

= f (pq)lI2 dt. 
0 

Hence the lemma follows. 

5. SOME ORDER RELATIONS 

We assume that all the conditions of the lemma 1 are satisfied. 

Let 

0, (x) :- {ria (Xj, il (x)] = I(X) Q (.XI exp [if (x)]. 

Therefore from (15), 

52, (x) = (4) z ( 4  [I + exp (- 2 2  (XI)] Q (0) - 
- (4) z (x) z (0)-I/P [I - exp (- 2i Q (x))] 52' (0) + 
+ (+I z (XI ! [I - exp (2 - i (f (x) - 4 (t)))] z x 

x N, ( t )  Q, (t) dt. 

Then 

1 rig (.Y)/I (x) / G I ?I (0) 1 + i z (0)-'12 v' (0) 1 f Ell ( f )  1 7~~ (1)  I 

+ 71, (t) I 52 (0 !I 'ft 



where 

for two vectors 

y = :.Jb u21 z = {z,, 24 
See Chakrabarty [31. 

Since the same arguments hold i T  y, q be interchanged in the d~ffeeren- 
tial system (I), we can, without loss of generality, assume that p (I) > q ( x )  
in the discussion which follows. 
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with 
-- i , -.- <c1. cSj s2 = : 7 2  ( 1 )  j, I i ,  ( t )  I), say. 

I t  follows that 

r l  + Ce = f1t + 7~ 

From ( 1  9), 

where 

c,, = c, / z ( t )  1, c,, = c, I z (tf 1. 
Making use of the following well known resnlt, viz., 

" I f  h,, h,, g,, g, be non-negative functions of x over the interval 
O< x-< X and if h,, /I, be continuous and gl, gibe  integrable over this inter- 
val then, 



6 .  ASYMPTOTIC, REI.A~.IONS 

We have from (15j. 

$2 (x) - (i) [exp (if (s)) -4- exp (-- if (.Y))] $2 (0) - 

-- (3) z (0p"exp (it (x)) - cxp ( - it ( . ~ ) ) j  12' (0) -i 
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But 
m 
1 1 Nl ( t )  I N, ( t )  I d t  i s  convergent (uniformly with respect t o  A) 

where 

Let 

where 

Xk = [Xkl ,  Xka}, Yk = { Y k h  Yka], Say. 

Then 

xk (0) = (- 1)' z (OY4 {alp, 4 
xrk (0) = (- 1) Icl z ( 0 ~ ~  {ala, ad + (1 14) [P' (0) 

( A  - (o ) ) -~ '~  ( A  - q (0))+114 t Y' (0) (a - q 

( A  - p (0))1l'~ ( - Qk {ah, a d  (27) 
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(whe:l k = 1, 1 - 2 and when k - 2, 1 = I ). with a similar expressions for 
l'k(O), F<'(O) ( k L 1 , 2 ) .  

It follows from (26), (272, (22) 

1 xk (x, A) 1. I y k  (x, A) I = 0 I i z (0)1'4 I I ~ X P  (&P (.r) 9 M) ! x 

x I exp (if (4) I I (~1-~"l I 
for all x and I m  h > 0. 

There are smilas exple\slonC for uk G, A), vi, (s, A).  Thus we haw 
for a fixed A, as x tends to ~nfimty, 

where 

We now esiablish the followj~lg theorem. 

THEOREM. If all the conditions ol' the leiiinia I are satislied then the 
spectrum of the system ( I )  with boundai-y conditions (2)--(3) a t  the end point 
x - 0, is discrete over the whole range ( LO. c m )  except possibly a t  the 
point at infinity. 

so that 
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with 

Now in the singular case OG x.: -, for values of h other than 
real values, there exists at least two linearly independent solutions of (I), 
say xr (s. A) ( r  -= 1, 2) S L I C ~  that 

x.r (x, A) E L2 [O, 00) 

(compare Chakrabarty [3]). 

In order that may be an L"so1ution or (1) we must have 

W, ( A )  - 0, W, (A) = 0. 

since (li2i) exp [if (x) t K, p (x) y (x)] r (x)" * does not belong to L2 [O, m). 

Therefore, 

Similarly for the solution 

with 

Vj (A) = Rjn + rnsl Sj ,  + mtz Sja ( j  = 1,2), 

By arguments similar to those given as before we obtain 

Sll 4 mnaSlz = - RI, 

mzlS91 + mzz Szz = - Rzz 

Solvine (31) for nz,,, m,, and (32) for mZl, me, we have 

ws (4 = Nrs O)/D (A) (r, s = 12) 



where 

and 

From (23) we have 

uniformly with respect to X as A approa~hes any point in the interval of 
the negative real axis. Then fL, ?,, i.,, Rik, ,Yik a x  all real there, f (r) being 
purely imaginary. Finally, N,, (A), D ( A )  are real and continiious. Thcrc- 
fore it follows that the ncmerator and dcnomiuator of each element of the 
matrix (mij) are real and continuo~~s up to any point on the negative real 
axis. Similar arguments hold if X approaches any point in an interval of 
the p o ~ t i v e  real axis. For. let $ he thc light hand end point of the intcrval 
under consideration and let X tend to 9. Then the cases p (x), q (x) < j.l 
or ;- /3 lead to the same behaviour or the elemcnts of ( n z ~ j .  

Smce the numerator arid the deno~ninator of each clement of the niatrrx 
(m,) are regular in the upper-half plane, it followv from the prlnc~ple of 
reflect~on that N,, (A), D (A) ale cntlle functrons of A FO that each element 
of (wl) IS a n~eromorph~r, fmct~on of X 

Therefore, the spectrum of the system (I), (2)-(3) is discrete over the 
whole range (- a, w) d p (x), q (x) < P or > /3. 

If t ~ d s  to a and y (a) < B < p (a), a being a fixed real number, then 
the whole argument can be repeated by changing the interval [0, a) by 
[X, m) (so that p ( X ) .  y (X) > p) and the lnmts 0, r in the expressions 

Rik, Sik (2, k l 1, 2) by X, X. 

The spectrum is then discrete over the whole range (- -, m). 

To examme the point a t  infnity on the real A-am we note that 
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Again, 

I, ( t )  + 7 1  ( t )  2 z ( t ) l '=  (A large but fixed) 

?(I, ( t)  i- ql (t))/z ( t )  dt 2 T ( p  y)-lJa dr = a constant 
0 

independent of A. It follows that 

Rik 3 g ~ k ,  Sik 2 h ~ k ,  

i l k  and hlk being positive constantc,. 

Also, 

7, ( t )  $. '5 ,  ( t )  > z (t)l8"A large but fixed). 

I1 follow: similarly that 

RZk Z Gsk, Szk Z Hzk, 

Gzk, H2k being positive constants. 

Therefore, 

l / D  (A) = 0 (1). 



Therefore the point at  lnfinity is a regular point. 

Thus the thcorc~n is proved. 

The paper is written under the supervision of Dr. N. K. Chakrabarty, 
Principal, Hocrghly Mohsin College, West Hengill, to whom the author 
acknowledges his grateful thanics. The author is also grateful to the I-cferee 
Tor his valuable comments and suggeslions wh~cli went a long way lo\\ards 
the improvement of the paper. 
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