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Abstract 

in this piper the withor studies some aPplic3t10 as of the transform theory developed in ref. 1 and based 
on the solutians of the differential system 

AOch =0, 

where 

L
(— d2k1x 2  p (x) 

= 
r (x) 

r (x) 
d 2frix 2  q (x) 

0 is a two component column vector. 

sforms of some suit ble vectors are first evaluated which 
the conditions of uniquene‘s of the (iTeen's mktrix. Sc 

forms and partill derivatives of the Green's matrix are then 
Wing: 

in turn lead to some useful results 
ornd theorems concerning spectrum, 

proved which ultimyttely lead to the 

Theorem : If Tf (x) c E(t) and 71/ (x) --= t F (t), then a necessary nnd sufficient conditicn that F(t) 
sr(06 .e2 is that f (x), L (.706 L2 . 

Some of the results obtained in this Paper are generalisation., of tase of Sears 81 9 . 

key liords : Transform, Reverse transform, Green's matrix, Parseval formula, Spectrum, L 2-solition. 

I. Introduction 

The object of this paper is to study some applications of the transform theory developcd 
In ref. 1 and based on the solutions of the differential system 

(Li — AI) = 09 	
(1.1) 

Where 

L  (— d21dx2  p (x) 	r (x) 

r (x) 	 d 2Idx2  q (X) )  
and 

(I)  r -4 (x) 	{u (x), v (x)} 
is a two component column vector function of x. 
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In order to avoid repetition of the preliminaries, we have written this , 
addendum to ref. I and consequently we make free use of symbols, pa

ig  isask 
results contained therein. 	 °tabor's, at  

We denote our transform as 

rr- (x) 	T2  f} = F (01 

where 

T,f = { 0, (0 I x, 	f (x)) o, =-- Fr  (t) 

and reverse transform as 
2 00 

F 	F (t) = E S  
I 	 Tel -00 

={( U, F, dp),( V, F, dp )1 =f  (x), 

where 

U= U (x, t) = {ui  (0 ) x, 0, u 2  (0 I x, 1)} 

V — V (x, t) =--- {v 1 (0 I x, 0, 	v 2 (0 1 x, 0}, 

t is real; and f (x) {A (x); f2 (x)) eL2  , F 	.0 2. 

(cf definition in ref 1. § 4, §9) 

2. Some transforms 

(i) Let f (x) = {1, 0} (c < x < ) and f (x) = {0, 0} otherwise, then 

F (t) = T f I U(x, t)dx. 

(ii) Let f (x) ---= {0, 1} 	< x < 	and f (x) == {0,0) otherwise, then 

F (t) = T f f V (x, t) dx. 

(iii) Let f (x) = 	(x, it) (r = 1, 2), Im (A) 0 O. 

Then 

F (t) =--- 	(x, 	{1/(A 	t), 0} 
and 

F (t) = TO 2 (x, 2) =-- {0, I /(A 

t real. 	[cf. ref. 1 	§ 7 and Lemma (9.1)3 

(iv) Let f (x) = G , (x , y, A), 	(r — 1, 2), Iin (iD 0 0, 
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where  Gjx, y, 1) is the r-th column of the Green's matrix 

	

/Gil G21\ 	( 1//#14  (X, 2.) U (y, A) 

	

G 3' 2)= kG 12  G) 	14 2 (X, U (y , A) 
• 	(UT (x,A)Or i (y,A) 

k VT (x, Or, 

4, 1  (x, A) ny, A)) 
(y < x) 

Ur (x, A) qi isra  (y, A) 
> 

(X, e L2  in x and th, is the reth row of the matrix 

(x, A) (fr u  (x, A) \ 
fry s Ow)) k 012 tx, 	22c v ) 

[ef. Chakravarty; 4] 

Let 

(x, A, f ) = Sr 
0 

GT (y, x, 2)f (y) dy (2-5) 

then it follows in the usual manner that (1) (x, A, f) satisfies the non-homogeneous system 

(L — AI) = —f 

and that 

(X, 229 Dt=
1 

(f(X) 
	 (2 . 6) 

there 1 (x) = { fxA} e  Le2 has continuous derivatives up to the second order in [0, co) 
and satisfies the boundary conditions in the b-case; 

(x) 	f (x) e L2  [0 , oo) , 

and A is not an eigenvalue. 	Chakravarty3 9 

Putting 1(x) = & (0 J x, t), t real, in (2.6) we obtain 

GT (y, x, ,t) (0 I y, dy 01 (0 I x, OKA - 

SO that 

(01 (0 13', 09G10', x,A))0., = 11 1 (01 x, 	t) 

and 

( 01(0 I y, 	G2 (y, 	)0, = 	(0 x, t)/(A 	t). 

Similarly 

( 952 (0  I y 0, Gis (y, x, A) 114 (0 1 x, 0I(A 
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and 

( 02 CO I y, 	G2 (y, x,A) v 2 (0 x, OKA — 1). 

Thus 

TG A  (x, y, 2) = U (y, t)/(2 t) 

and 

TG 2  (x, y, 2) = V (jf,  t)I(A — t) 

(v) Let 

(x) = (I) (x , 2, f ), 	Im (A) -7- .-  O 

Since 

4:0 07, 2,f) = 	GT (x, y, 2)f (x) dx 
0 

GI 	Y9 2)1f (x))0, 001 ( G2 (x, y, 2)9f (x) )o, col 

it follows by using (2.7) and (2.8) in the formula (4.5) of ref. 1 that 

0(y, 	) = {(UKA I), F, dp), (VP — 1), F, dp)) 

= ((U, F1(2 — t), dp), 

g (F()/(2 se 0) 
(V, F1(2 — 1), dp)) 

by (1.3). Hence 

T (y, f ) = F (OKA t) 

almost everywhere. 

(vi) Let 
• 

f (x) 	(x) = e fft  (x). 

From (2.6) 

Tp 	
1 

(x, A, f) = - Tf (x) + T4) (x, A, i s) 
•• 

whence 

1 
A 

by (2.9). Therefore 

17 = IF (t). 
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3. Some useful results 

(f) [AIR) in„(AMA2 	= –To  dP„ @IR 0(22   

(3.1) 

Equation (2.8) of ref. 1 with the relevant properties contained in § 6 of the said 
paper, yields 

(tn„ (A s) — inf,(22)11(22 	21) 	 it'. (x, A0)0, or 
	

(3.2) 

Applying the formula (4.5) of ref. 1 to the transforms given by (2.3) and (2.4), the 
desired result follows. 

0 (G U. . AO - G Cr, 1 22.01(21 — 22) 

1(11(y, 01(21  — t), U, 010. 2  — t), dp) 
= k(V (3 ,, 01(4 — t),, U (t, 01( 2, 2 — 0, dP) 

(U (y, 01(21,— t), V ( 9  01(22  — t),dp)\ 
(V (y, i)/cti — V(j)/(22 — dP)) 

(3.3) 
for any non-real 21  0 22 . 

It follows in usual manner under the conditions of uniqueness of the Green's matrix 
that for any non-real Al  0 22 

G (y, x. 	G (x, t, 2 2) d x (G 0'9 	G (Y, 22))1().1 — Ad. 	(3,4) 
0 

[cf. Tiwari and Jaiswall. 

Making use of the Parseval formula (4.5) of ref. 1 for the transforms given by (2.7) 
and (2.8) on the left-hand side of (3.4), the required result follows. 

(111) Let 

Tg = 6 (0, 

where 

g g (x) ftg„ g2} e L2. 

Then 

(4)  CY, 	f), (I) (X, 22,g) 01 =--- (F 	t), G (1)02 	t), dp). 	 (3.5) 

Applying the Parseval formula I .5) of ref. 1 to the transform of g and the transform 

given by (2.9), we obtain 

(4)  (x, A, f), g 00) 0, 0,= (F (I) (A 	t), G (t), dp). 

01. 	Ai 	

(3.6) 

Patting and g 	(xt  22, f) 
in (3.6), the desired result follows. 
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4. Spectrum 

Following . Titchmarsh6  (pp. 66-67), we define the spectrum ' as the Co 
mplementor  set of points in the neighbourhood of which the matrix (Pr, Q.)) is constant. A ny  : of discontinuity of (p„ 9)) clearly belongs to the spectrum. The set of such po' innts  . m1  

the 	point spectrum'. The derived set of this set also belongs to the sp ectnim.  
Theorem?' (4.1) : Let A -7-- p + iv, where p is not in the spectrum. Then 

(0 The results of § 2 and § 3 hold with A replaced by p ; 

(ii) ifr, (x. 2) e L2  in x (r - I. 2) and. satisfies (1.1) with 2 

(iii) (1) (x, 	) e L2  in x if I (x) E L2 ; and satisfies the non-homogeneous system 
with A =-- p at all points of continuity of f (x). 

PROOF : 
The integrals with respect to p„ (t) (r, s --= 1, 2) over (— 00:00) in this case  

are actually the integrals over (— co, p -- 6), (p + 6, co) for some 6 > 0. 

• Further, the arguments contained in § 3 of ref. I yield 

d p „ (u) I (u2  + I) <k 
CO (4.1) 

and 
p„ (u) 	k (1 + it2) 1 

Hence by (4.1) and (3.1) 

tnn 	=-- lim inn  (A) 
p.÷0  

(r, s = I , 2) 

exists and 

[ma  0.1)Agit ).1) 	r dPfs (t)/(A 1 (p - t), im (2,) = 0. tys
—cc 

Let us now define 

r 	10 	liM %kr  (XI  It) 
p-).0 

2 

=--- 2 in,. (U) Or (0  Xl 14) ± r  (0 I X I  1)= 1, 2). 
=1. 

Then, it follows, from (3.1) and (3.2) with A I  tr- A = A al  that 	(x, /.0 6  IA since 

in this case  

co 
Im r?'„ (A) =-- 	v f 

• • 	 —Co 

7 0 (v) 

by (4.1). 

dPrs WI{ P 	+ v2) 

as 	v 0 
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Also,  by the  parseval formula and the relations (4.1) with v, v' > 0, we obtain 

Jj 1/4 (x, ji + iv) — 	P -I- iv') 11 0, 

00 
1 	 I 	'2 

== i p ± iv — / — 11 + il' i  --t I dP" (I) 	. - • 	 . 

-00 

= 0(1 	1 2). 	• 

Hence making v' –* 0, it follows easily by Fatou's theorem that tk, (x, A) converges to 
(x, p) as v-0 and that 	(x, p) e L2  in x. 

The transforms of tfr i  (x, p) and tfr2 (X I  p) are, therefore, given by 

Tth (x, p) 	

( i l(P - r), 

and 

42 (X, p) = 	1/(p — 01. 

, By similar arguments G (x, y, A) converges to G (x, y, p) as v 0 and Cr  (x. y, p) 

EV in x (or y) (r -= 1, 2). The transforms of G 1  (x, y, p) and G2 (x, y, p) are given 
by 

TG 1 (x, y, p) = (y, 0/01 - 0 
and 

TG 2  (x, y, p) 	V (y, t)/(p — t). 

Finally, let 

(x, p, f)r-- 7 Gr (y, x, p) f (y) dy „m r Gr (y, x, f (y) dy. 
0 	 V40 0 

	

Then by (3.5) with f g and A —2 	X 2, it follows that 

• 	(1> (x, 	f) E 

Hence, the theorem. 

S. Transform theorems 

Theorem (5.1): Let F (I), 1. b • (t) e et.? 2  aid let 

c 7 F (t) =-- f (x), (1F(0) = h (x) e L2. 

Let 

F 	(0 I .X1  (fe  (Of d 
rcl —co 

et=  t( 11  (X, 0, (1). dp (0), 	(V (x, F (0, dP (0)) 
(5.1) 
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and 

M(x) = ('P (x) re_ P (x) r (x) 
\r (x) 	(x)) - 

Then g' (x) is absolutely continuous over 
g  (x) = 1 (x) almost everywhere (x > 0). 
tions of our boundary value problem at 

any finite internal [0, b] With b > 0 ; and  Also, g (x) satisfies the boundary coniii.  X = 0, and 

g ff (x) = (x) g  (x) - h (x), 

PROOF : We have 

( I  U(x, t)I, I F(01, dp) = <I t (x, OW. — 1)1, f  (A  
[II I  U(x, OKA 	t) I dp II  111 (A - F 	dp lip 

C(A) [Em G 11  (x, x, 2)]1  

by (3.3), (3.4) and (3.5) with f = g and A ==.; Al  --= 
Similarly 

(5.3) 

G (x, y, A.) being continua. 

(I V (x. 01,1 F 	I , dp) 	C (A) [ImG ?, 2  (x, x, A)) 1  (5.4) 

Hence g (x) is defined for all x > 0. Also 

00 
h (y) = E f (/),. (0 I y, t) (tF (1), dp, (0) 

yet —00 

ft(U(y, 	t F (I), dp (0), (V (y, t), tF (1), dp (On 

and for any c > 0, we obtain 

(x y) h (y) dy 	± I°  (F 0), dp, (0) S  (x y) 14),(0 I y, dy, 
rmi —00 

on changing the order of integration which is justified as follows: 

Or (0  Iy, 0 (r = 1 2 2) are continuous functions of y and t, and 

(tF (t), 	U (y, dy, d p) 	Ell 1F Q), dp fl JJ f U (y, t) dy, dp 

k[ f dy]i < oo 

for, defining f (x) as in § 2 (i) and making use of the Parseval formula (3.4) 
of (t 

obtain 

.ii 
0 

U(x,t)dx,dp H = Jjf(x) fl
g,, 	 I dx . 

I. 

Similarly, defining f (x) as in § 2 (ii), it follows that 



null —00  

re1 — 00 

r=1 —00 
— 
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oF0), CS v(Y, t)dY, dP) 1 < k 	< Co.  

From (5. 5) 

1 (x y) h (y) dy 

.1 	to 
f (F (t), dp, (0) I  (x y) LO, (0 y, dy 

v (0, di), ()) (x y) M (y) 4),(0 y, t)dy 
a 

(F (I), dp r  (0) (x y) (01 y, dy 

it= I [ (x 	M (Y) dY T or (0 I Y, 0 (FO), dPr rsi 	c 	 -00 

- -00 
(F 0), d Pr (0) 	— .Y) 41; 	Y, 	+ [4), (0 I y, ODA 	(5.6 

on changing the order of integration in the first integral and intergrating by parts twice 
the second. To justify the change in the order of integration we note that the integral 
involved is, by (5.3) and (5.4), dominated by 

C (A) r (x _ y) ( IP (Y) I r 00  1\ OM  (Y ,  YMP dy 
\ I r 01)1 I (Y)  

csf  

Which is finite, G„ (x, y, 2) being continuous. 

Finally from (5.6), we obtain 

(x y) h (y) dy 

I Cf (x 	M (y) dy 7 	o y , if (t), d p, 
r=3. 	 -CO 

c) 4); (01c, t)(F (I), dp, (0) — 
 

0, 	c, 0  g (t ) , dp, (0)] 

= (, y)M(y)g(y)dy 	
(1); (01 c (F (0, dp, (0) 

• 

T 	I C, (F (t)9 dp r  (On —g (x). 
-00 
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Hence 
2 	 00 

g (x) rz-- I (X y) (Al (y) g (y) h (y)) dy + 	Rx  

x (F (), d p , (0) + 01)  Or (0  I C, (F (0, dp, 
(Si) 

The results stated in the theorem are now easy consequences of the integral equation (5.7 )  
Theorem (5.2): For given y and non-real A 

a 
T -

a G (x y .1) 	U', 01(2 — t) ; T -- G2 	y 	= V' (y, t)1(2 — Dv ay  

PftooF : For any f (x) e L2, we get from § 2 (v) 

(I) (y, f ) 	22: r O r  (01 y, t) (F (t)1(.1. —at),  dp,(0). 
r 	00 

Also F (OE .02 and F()/(). t) satisfies the conditions of Theorem (5.1). 

Hence 

stly (y, 2, 1) = It 	(4),' (0 y, 1)1(2 — t)) (F (t), dp,(0) 
—CO  

(5.8) 

which implies that for every F (t) e 2  

(I U (y, OKA — 0 1,1 F 	dp (0) < 00 

and 

(1 V; OP, 01(2 — Oj • I F (t )1, dp (0) < 00. 

Hence 

U' (y, t)/(A. — i9e .0 2  

and 

V'(y, t)/(2, — t)e 

Also, 

0 G (x y 	(Osti(x ,  Ul 011A) thi (x, ir (Y, 	(y< 
Oy 	" 	kik* 2 (x, A) W (Y, a) ** 2 (X, A.) V /  071  A) 

(5.9) 

C
U T (x, 	(y, 2) UT (x, )) 0: 72.  079 ) 

I 	

r-

\ V T  (X 	(y, /1) V T  (X I  A) 0:11  (y, 

(5•10) 
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from the definition or the Green's matrix. 

8 
Hence ry- G (x, y, A)e Le2  in x for fixed y. Now 

cf°  Gr (x, y, f (x) o   

= 	[M.V, 2) I 
mei 	0 (ctir (0 1x, A) ,f(x))dx 

± co ym 7 m (ip, (x, A), f(x)) dxj. 

Therefore 

(tee (y, f) = 	(y, A) 'if (4), (0 I x, A), f (x)) dx 
' =1 	 0 

+ 0; (0  1 Y2 A) 7 opr (x22), f (x)) d x)] 

 

co 
= f 	y, A) f (x) dx. 

0 

 

(5.11) 

Let 

ign 	g (x, y)\ 
Q (x, = 

\12(x, y)  

where g i  (x, r- {git 	il12 oc, Al and g 2 (X) = fg 21 (X) 	22 (X,  Y)) 

denote the reverse transforms of U' (y, 01(A t) and V' (y, 01(A t) respectiveiy. 

Then the Parseval formula for these transforms a  yields 

cc 
cgT (x, y) f (x) dx 

0 

= {(g1 (X, 3)1f (00, coy (g 2 trs f (4)0, 

= 	01, 010. - 0, F (t), dp (0), (V' (y, OKA — F(s), dp (09. 

Hence 

7 st (xl  f (x) dx  = 	7 04(01 y, 01(A — t)) (F (0, dp, (0) 
0 	 fai —Go 	 (5.12) 

= O t  (3', 2, f) 
by (5 .8). Thus from (5.11) and (5.12) we obtain 

00 

I (9 (x,y). Tye  G (x, y, 11,)) 7.  f (x) =--- 0 

0 
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for every f (x) e L2, which proves the theorem. 

Now, it follows that the relations (3 .3) and (3 .4) may be differentiated pa
rt . tall y with  respect to y and e so as to yield 

(xlY, 2.0 Gg (x, )b 2) d.v 
0 

= (Gift 6,, 21) -(y, t", 20)421 - 2 2) 

( 

(U' (y, 01(21  — t), U' (e, 01(2 2  — t), dp (t)) 
(U ' (y,t)1(2 1 — t), V' (e, 01(2 2 — t), dp (0) 

= 	(V' (y,  t)/(2 1  — t), U' (e, 01(.1. 2  — t), dp (0) 	' 
(V' (y, 01(2 1 — 1), V' (e, 01(4-0, dp OD 

(D. 

Finally, combining the transforms (2.10) with Theorem (5.1), we obtain the following: 

Theorem (5 .3): If Tf (x) = F(I) and TLf (x) = IF Q), then a necessary and suffiu 
dent condition that F(t), tF (t) e ee 2  is that f (x) and if (x)e L2 . 

This theorem is a generalisation 
transforms. 

of theorem 68 § 3.14 of Titchmarsh 7  on Fourier 
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