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h cci~tlectioiz ~vi th the d<fjerentiuL system 

( L - A ) U = O  (O<x< 00) 

where 

pith a prescribed set 01 b1.zindar.v conditions a2 x - 0, the tlutur-e of the spectrum 
(continuous and aiscrete) is ~fuuied. Tke method used is Titchmursla's [complex 
variable m e t h i  initiated in his ' fiigenfunctioiz cxpansions '. 
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We consider the differential system (A) viz. 
LU = XU, X e ige~nahe  parameter (0 < x < m), (1.1) 

where (i) p (x), q (x) are real ~ a l u e d  and p" (x), q" (x) < cu (ii) r (x) is 
real valued and continuous in 0 < x < oo (iii) p (x), q (4 and/or r (x) 
tend to minus infinity a s  x tends to infinity. A6 usual accent denotes differ- 
entiation with respect to X. 

The boundary condition at  x = 0 is defined as in [6] by 

~ j~u (0 )+a j , u~ (0 )+a j , v (O)+a j , v ' (O)= '0 ( j==1 ,2 )  (1.2) 
\ 
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Let +j (x ,  A) 4j @/& A) = %j (O/X, A), vj (O/X, A)) ,  ( j = 1, 2) be fir 
boundary condition vectors at x = 0 (see [6] ) .  

Let Ok = {xk, y k }  (k = 1, 2) be two other Vectors satisfying (1.1) 
the relations 

[qj, bk ]  = dj lc ,  [O,, B,] = 0 ( j ,  k - 1, 21, 
Gjk  being the Kronecker delta and [. . ] is the bilinear concomitant of be 
two vectors (see Chakrabarty [2]). Then the pair of La-solutions of the 
system (1 . I )  is given by 

(compare Chaktaba~ty [3]). 

If rn (A) = (m,, (A)) be a meromorpktc matrix function of X we define 
the spectrum io be disrete. On the other hand an interval throughout which 

are continuous belongs to the continuous spectrum. (see Bhagat [ID. 

When p (x), q (x),  r (x) e L, Bhagat [I ] establishes a theorem on Ihe 
continuous nature of the spectrum associated with the bystem (1 .I). The 
present author in his paper [0] establihhes some conditions for the disrcte. 
ness of the spectrum of the system (1 .I). The presen.t paper is concerned 
with two theorems on the nature of the spectrum of (1.1) under different 
sets of conditions. 

We makc use of the following notation: 

(Y. 4 = Yl (1) Z1 Ct) + Y 1 0 )  zz (f) 

for two vectors = {yl (t),  yP ( t )] ,  z = .(zl ( t ) ,  z, ( t ) ) .  (see Chakrabarty PI 
and Naimark [5]). 

In what follows we write 

co = (A - p ( t ))  (A q Ct)) 

M ( t )  = - & Z (t)-1'4 [p" (A - p)-1  + q" ( A  - q)-I 
+ f p2' (A - p)-z + q1.2 ( A  - 4)-2 + i p '  4' Z (t)-l] 



h u r e  of the Spectruni 

We consider the system (1 .l) which is equivalent to the equations 

By means of the transformation 

the system (3.1) is transformed to 

where 

K (x, A) = 114 Cp" (A - p)-2 (A - 9)-I + q" (A - q)-' (A - PI-' 1 
+ 5/16 [p'"A - p)-3 (A - q)-I + ~ ' Y X  - 4 ) ~ ~  (A - P)-'] 
+ 118 p'q' (A - p)-2 (A - q)-= 

R (x) R (x, A) = r (x) Z (x)-l. 

In the above h may be real 0s complex. If A is complex, we take 0 < 
a r g A < w  so that Im h > O  and O<arg ( A - ~ ) ~ , a r g  ( h - q ) n < M r r  
for each m, n, where M = max (m, n). Then Im 6 (x )  > 0. (see 
marsh [8]). 



~f h be real and p or q > A, we take arg ( A  - p ) l l h r  are (A - g)irr 

as equal to 742 as the case may be. 

Let P (x) = Z (x)lI4 H (x) (3.4) 
where 

H (XI = (HI (XI, H2 (XI} 
with 

Then following the method used in [GI, we obtain 

7 (x) = 7 (0) cos f (x) f 7' (0) 2 (0)-li2 sin 6 (x) 

and 

t (x) = 4 (0) cos 6 (x) -+ i' (0) Z (0)--x's sin f (x) 

with 

In what follows we use I B j to represent the matrix whose elements 
are the moduli of the elements of the corresponding matrix B. We 
have the following lemma. 



i uniformlj contergen-t with respcct to h (real or complex) in any region 
forwhich j A-p(x)I, j A -  q l x )  />8:- .) for O<X <a. 

The lemma follows in the same wi*q as that indicated in Paladhi [6].  

Usink the suostiitition 

The  stem (3.1) has the solution 

u = { u  (x), 3 (x)} = Z(X)-114 [ N  (0) F (XI 

i j 8117 d (x) - S (f)) Nl ( t )  .Q ( t )  dtl (5 2) 

Now 

u o", A) = Z (x)~'* \xp (Kl p (A) y (A)) 

x lcos s' tx) u, (A, h ) / { ~  (x) ex? (K, P ( 4  q (x)))l 

i sin t (x )  V V ~  (x, h)/{Z (x) exp (XI P ( 4  7 (4)N 
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where 

with a similar exp:ession for v (x, A) with P, (x ,  A), v, (x, A) defined in the 
same manner as pl ,  v, with 4 replaced by 1 2 .  r) (0) by 5 (0) and 7' (0) by 

5' (0). 

Several ceses are now considered. 

(i) Let X be reel end positive. 

We have 

- ((0 (t) ,  ll (1)) sin E (t)l(Z (4 exp (Kl P (x )  q(x)) dl 

(5.31) 
Now, 

As x -+ oo the integrel on the right 1s convergent (uniformly with respect 
to A) by the Lemma I. Hence the integral on the left is convergent as x ->m. 

Therefore, the left-hand side of (5 31) + p, (A). < w, say. 

Similarly, 

= lim [- j sin E ( I )  (4 (I), Q ( t ) )  dtJ /Z  (x) exp (K, p (x) q (XI) 
It'== v 

(5.32) 



Notwe of the Spectrum 7 

Similarly, 

v (x, A) - (A - p (x))))-'I4 (A - 4' ( ~ 1 1 - l ' ~  [CL? (A) COS ( x )  

+ v 2  (A)  sill e (x)i z ( X I  exp (K,P ( x )  Y ( X I )  (5.4 a) 

Again, 

d 
7' (x) = -- [Z (x)l'* 1c ( x ,  A)] dx 

Slmlarly, 

" (x, A) - (A - p (x))114 (A - (I (x)))lI4 [v2 (A) cos 5 (x )  

- ~2 ( 4  sin (x)] 2 (x )  exp (K,P ( 4  q (XI) (5.8) 

a s x - t a ? ,  



where 

with similar expressions for {xk (x, A), x'k (x, A)] 

Then substituting for [+, el], [4, 8,] in terms of Aj, Bj from (5.9) we 
can assume that 

A, (.A), B, (A), A, (A), B, (A)  # 0 simultaneously ; 

A, (A), B, (A), A, (A), B,  (A) f 0 simultaneously 

A change of argument is necessary if X < 0. In this case we choofe 
X so that h - p (x), h - q (x) > 0 for x > X, and the interval [O, m) 

is replaced by [X, CO). 

(ii) Let A be complex: A = a + i j 9 ( / 3 >  0) 

Let x, be so chosen that a - p (t), a - q ( t )  > j9 for x > x~ 
From (3.2), 

E (x) = [ .? $. ] (a - p ( t )  -+ i /3)1'"(a - q ( t )  f iP)lIe d? 
0 rq 



Nature of the Spectrum 

Hence 

+(a - q ( t ) ) v 2 / ( a  - p (t))l"] dt. 

Therefore, if 

YCP 0 )  -I- q ( ~ M P  ( t )  4 (t))ll"f (5.11) 

is divergent, it follows that 1 exp (- i 6 (x)) 1 is large for large x. 

Using (3.7) and proceedi~~g as in [GI, it follows that 

Q (x)  N i /2  Z (x) exp [ - it ( x )  $- K, p (x)  q (x)]  R (6.1) 

where a = {R,, R,) 

Let 

where Xk = {Xkl, Xkz}, Yk = {Ykh Y k z } ,  say. 

Proceeding as before we have for a fixed A, as x - t  cc 

Xk (x )  - ($2) Z (x )  exp [- if ( 4  + 1 P ( 4  q (41 Tk (4 
Yk (x )  - ( i / 2 )  Z (x )  exp [- it ( x )  + .& p ( 4  q ( 4 1  Sk (4 

( k = 1 , 2 )  (6.4) 



where Tk (A) = &k ( A ) ,  Rzk ( A ) ] ,  Sk (A) = {Slk (A), &k (A)) and 

Rik, Sik (i, k = 1, 2) are independent of x. 

It follows from (6.4), (5.32), (5.33) and (5 .9)  that 

Rlk = B j ( A )  - i A j ( A ) ( l =  I ;  k = 1, 2 , j  = 5,7. 

Also / = 2 ;  k = 1 , 2 , j = 6 , 8 )  (6.5) 

Slk = Bj (A) - iAj (A) (1 = 1 ; k = 1 , 2, j = 1 , 3. 

Also 1 = 2 ;  k - 1, 2, , j =  2,4). 

Now considering the solutions 

where 

N ~ ( A ) = R W S , ~ -  RwSt2, j f s =  1 ,  r =  I ,  2 

= RI7 SQ1 - Rer Sll, if .r = 2, r = 1, 2 



Nature o f  the Specfrum 

Since Aj, Bj ( j  = 1, 2 or J = 3, 4) cannot vanish simultaneously at  a point 
on the X axis, it follows from (6.7) that the denominator in the expression 
foi lim Im [mil (A)] is not zero a t  any point on the X axis. Sirnila~ result 

Po 
holds for other lim Im [mij (A)] 

P O  

Hence the spectrum of the system (1- I), (1.2) is continuous over the 
whole range (-GO, m). 

We thus obtain the following theorem. 

THEOREM 1. Ij all the conci'ilions of the Lemma 1 are satisfied and if 
'n 

1 [@/q)'I2 + (q/p)1/2] dt be divergent, then the spectrum of the system (1. I), 
(1.2) is continuous over the whole X-axis (- 00, CO). 

In what follows we assume that all the conditions of Theorem 1 are 
sarisfied except that 

where 



For, the integrand in (7.2) 

and by conditio~l (1) of lemma 1 

We then have €ran1 ( 3 . 5 ) ,  (3.6) and (3.2) 

21 (x, A) = C1 Z (x) exp (KG (x) q (x)) [I*., ( A )  cos ( (A) 

for large x and for all values of A real or complex, where C, = Z(.U)-'\ 
C, = Z (x)1I4. 

Since (A - p (t))lr4, ( A  - q (t))lI4 are analytic functions of h regular 
except on the negetive red  axis, with similar arguments for i. (r, A), 
1 Nl (1) I / N, (1) 1, tlmefore the integrals in the expressions for pi(i), 
vi (h) (i = 1, 2) converge uniformly with respect to h 111 any finite region. 
Hence pi (A), vi (A) and therefore Aj (A), Bj (A) (j = 1 , 2 . . . . ) are analyuc 
functions of A regular except possibly 011 the negative real axis. S h i h  
arguments hold for the interval (X, 00) which replaces [O, m), X 
sufficiently large. We therefore haye, 
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We consider the solution 

aild %k are defined as before. 

Then, 

We therefore have, 

by (7 .3)  (Cj, i) = ( 1 ,  I),  (2, 3), (3, 9), (4, lo)), with similar results for xk (x, A), 
,v'k 6, A) ((k, i) = (1 , 5), (2, 7 ) )  and for yk (x, A), y'k (x, A) ((k,  f) = (I, 6), 
(2. 8)) and for v j  (x, A), v'j (I, A) (( j, i )  = (1. 2), (2, 4), (3, Il), (4, 12)). 

Putting A, ( A )  = I ,  cos yl, BT3 ( A )  = r1 sin y1 and - Y X  = C I  - t (b, 0) 

in the expression A,, (A) cos t (b) +BIB (A) sin . 5  (b) (21 is a constant) 

where 



wc have, 

Hence substituting for L I ~ ,  u'j, etc., in [4,p3] (h, A) 

and simplifying, it follows that for large b 

where s,, (A) = (A,  B, - A, B,) 4- (A ,  B,, -- A,, B,). 

where 

Hence substituting from (7.7), (7.8) we have 

111 (6, A) = Nu ib, 4Pll (b, A), 

where 

for large b, with a similar expression for N,, (b, A). 

Letting b + oo in I,, (6, A), 
I 
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N , ~  (A), Dl, (A) being analytic functions of A, with similar expressions for 

other mij (4. 
Hence mij (A)  are meromorphic functions of A. Therefore the spectrum 

of the system (1. 1). (1, 2) is  discrete. Hence we obtain the following theorem. 

THEOREM 2. I f  all the conditions of lemma I are satisfed and jf 

r[(plq)lj" (q/p)1/2] dr be convergent then the speclrunz of the system 
(1. I), (1.2)  is discrete over the interval (- w, oo). 
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