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Abstract

In this note, an algorithm for 2 X 2 matrix-multiplication is described, and an application of this
is made to 3 X 3 matrix-multiplication.
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1. Introduction

Strassen’s algorithm! for multiplying two 2 X 2 mattices, with entries from an arbi-
rary ring R, involves 7 multiplications and 18 additions (assuming that addi_tson and
subtraction are the same kind of operations). Subsequently, Winograd*® discovered
2 more efficient algorithm, involving 7 multiplications but only 15 additiqns. In 'Jnf
hote, we give an alternative algorithm, which also involves 7 multiplications and 13

a(ll_ditions, and a combination of the two algorithms is applied to 3 X 3 matrix-mulu-
piication.

2. Algorithm
Let
A=|% am] o [bu bm:l
|:6221 Azo sl s by  ba
Now with
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be matrices, where ay, by € R, 1< i, j<2. Then, the alternative algorithm

s gi‘-’tn
by the identities below:

a; by + Ayobyy = 1 T (a,, — Gz) (b + by + (ayx — ay) (by ~ by,)
t + ay (b2 = 01 — (byy — b))l + (ay, ~ Qyy) (b, + by)
Ay by + Qgabyy = 1 F by [(@ — a11) + (ay2 — az)l + (ay, — ay1) (by ~ by

where ¢ = dyg bay + (3 — (@12 — a22)) (b1y + (bar — bzz)_)- The term nby, + ayb, .
computed as it is. If intermediate results are appropriately saved, it is easy 1y,
that the algorithm requires 7 multiplications and 135 additions.

3. Application

To compute the product of the matrices, P = [py] and O = [g), py, g, € R, I¢

3 ' L
j< 3, we have to compute the terms Y p;; i, 1< i, k< 3. This can be done in}

je=l

multiplications, by combining Winograd’s scheme with ours.

We first note that in Winograd’s algorithm the term a3 b,; + a;5bs of the prodw
4B is computed as it is.

The partial sums Zz' Py G, 1< i, k< 2, can be computed by multiplying the mAto

j=1
[Pu >y 2] and [‘111 q, 2] ,
Pnn Pas dn a0

3
according to the above algorithm in 7 multiplications. The partial sums jZ'_zpuqr

2< i, k< 3, can be computed by multiplying the matrices
Pz Pza] and [6’22 423]
[Paa Pag g3z 2aq
: . : , ; e
by Winograd’s algorithm in 6 more multiplications, since pas ¢ag 18 available fro®

o 3
first step; 12 more multiplications are needed to compute all the terms of PO

‘ ; ; involy
thie brrngs the tally to 25. This result was found by Gastinel® in @ more 0¥
waYy.
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