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	 ABSTRACT 

A mathematical model for the Brownian motion of a colloidal particle, as 
might be observed under microscope, has been attempted on the basis of the values 
of random numbers and random angles of the particle movement, generated labo- 
riously using a binary fixed point Computer HECaM. 

INTRODUCTION 

Before a problem in Statistical Physics is solved theoretically, a simple 
idealized mathematical model of the processes has to be made first and then the 
problem is attempted for solution through the usual Kinetic Theory or Statis- 
tical Mechanical Methods. It frequently happens that though the micro- 
processes are pictured correctly, the ultimate results become difficult to be 
deduced from theory because of the complex nature of the stochastic processes 
involved. In many complicated processes even the correct equations are 
difficult to derive, and very gross approximations are to be made marring the 
original micro-picture to a degree of almost obscurity. The results so obtained 
through a gross distortion of the stochastic processes very often fail to agree 
with the observed results as it should be expected. But the stochastic processes 
so visualised may be entirely correct, only difficulty being the inadequacy of 
the mathematical tool. 

All stochastic processes are but certain random processes. The elementary 
physical processes are usually very simple and can be expressed in very simple 

terms and by very simple mathematical expressions involving some type of 
random numbers. The stochastic processes involving neutron generation in 
an atomic reactor are very simple. The elementary processes of neutron gene- 

. ration and transport can be described mathematically by simple expressions, 

but to obtain the statistical behaviour of the whole reactor through the usual 
mathematical methods is very complicated. Monte Carlo 7  methods are exten- 

sively used for the solution using fast digital computers. Such methods are 
really some sort of simulation of the elementary processes on the Computer. 
Giving sufficient time a Computer can simulate a large number of the elemen- 
tary processes from which a statistical picture of the whole thing can be 
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obtained. At least a Computer can generate a sample of sufficient magnitude 
to get an estimate of the whole situation by employing the usual Statistical 
methods. A very well-known physical phenomenon of Brownian motion 9  of 
Colloidal particles has been chosen here for study. The Kinetic Theory of 
Brownian motion and Diffusion of Colloidal particles have long been made 
classic through the pioneering work of Albert Einstein and experimental con- 
firmation of his theory has long ago been made by Jean Perrin, Svedberg and 
others. The simple stochastic picture of the processes was formulated by 

Lord Rayleigh 5  and a complete solution of the problem was due to Kluyver. 

In this work the simple Rayleigh model has been chosen for convenience *  
The picture of the Brownian motion of a Colloidal particle is iinagined to be 
that of a man who walks a fixed distance and then turns abruptly at any 
random angle from his traversed path and then walks the fixed distance and 
turns again. The probability of finding the man at a certain distance from 
his starting point is the problem. A large number of such random walks can 
be generated on Computer, which will also generate the necessary random 
angles. When a sufficient sample of such random walks' is generated, the 
results can be tested by Statistical Methods with the theoretical solution, 
which is regorous. This has been done in the following pages. 1 wo graphs 
of the Brownian motion generated by the Computer are attached so as to give 
a physical picture of the Brownian motion. The pictures are very similar to 
those obtained by Perrin and others by camera Lucida or by long exposure 
photographs. 

STATEMENT OF THE PROBLEM 

The problem as propounded by Pearson 2  (in the case of two dimensional 
displacements) was as follows : 

A man starts from a point 0 ' and walks a distance 	' in a straight 
line, he then turns through any angle whatever and walks a distance `a' in 
the second straight line. He repeats the process n' times. 

For different walks* from the same fixed point 0' and for fixed number 
of steps, the ' different distances' (which we call the r-sample) are to be found 
out. Their x and y components are also to be computed. The r-sample is 
to be tested to be Maxwellian, x and y-samples to be Normal. The computed 
Sample mean and Standard deviations are to be compared with the Population 
mean and Standard deviations. 

THEORY 

Let the probability that the distance of 
between 0' and a distance • r ' after n' steps 
a two-dimensional random walk 

the man from 0' will lie 
be Pn  (r, a. . 42). Then for 

* Here one walk=25 steps ; it begins every time from 0 ' and ends after 25th step. 
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The probability that the position of the man after • n' steps will lie 
between r and r + 8r is 
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Since the x and y components of r are independent, we have, by apply- 
ing Theorem of Compound Probability, the probability density function 
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The heavily marked line shows only the three steps of a single ramdom 

walk. 	The x component of the 1st step is x 1  a a cos 8 1  , of the first and 

second steps combined is x 2 = xi  + a cos (e l  + 02). 	Generally for 'n' steps, 

x. 4- x.- 1  + a cos (0 1  + e2  + 0 3 + . . . 	. 4 . 	+ on ). 	Similarly 	y,, sr- y„e i  + a sin 

(01 + 02 + 03 + • • • 	• • • + en), where 0 1 , 	0,, 	... 	... , 	en 	are 	the 	first, 
second, 	... , nth random angles. 

Now if r n  is the distance of the man from '0' after n steps, r„ Aix! -Fy! 

PROGRAMMING ASPECTS 

114 Random Numbers were selected from the Rand Corporation Tables of 
Random Numbers. 	Let one Random Number be X (converted to 18 bit 
number). 	Then X 2, a 36 bit number, was found out. 	Since the middle two 
bits were the most random bits as tested by Computer, the 18th bit was taken 
and was stored at the 1st bit position of a desired ' 10 bit random Number'. 
Now X was replaced by the middle 18 bits of X 2  and the process was repeated 
ten times to get the 	full 	'10 	bit random 	Number'. 	The desired 	4 10 bit 
random Number' thus formed was brought to scale zero in Binary Computer 
i.e., 0 c 10 bit random Number < I. 

Now the 1st random angle 0 1  was 2-ni x 10 bit random Number, where 
0 c 0 1  <2 arc 	Therefore x 1 = a cos 0 /  and yi  = a sin e l  were found out where 
a' was taken as unity, r 1  was also found out, as r 1 -5 

From the contents of X, the second random angle 0 2  was found out by 

exactly the same procedure as above and consequently x 2 , y2  and r2  were 
found out. 

Thus for one Random Number, xi , yi  and 1.1 , where in. 1, 2, . • • P 
25 

were computed. Then we took the second Random Number and treated it in 
the same way as the first one and so on. 
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RESULTS 

For 114 Random Numbers, we had 114 different walks. In each walk the 
man went through 25 steps and for each step we had one value of x, one 
value of y and one value of r. Here computed value of i for n (number of 
steps) .5,10,15,20 and 25 had been shown and Tables showing the calculation 
of x2  had been given for x 10  and r 10  samples only. 

TABLE I 

Shows the computed value of x2  and actual value of x2  at 5% level. 

Sample : x 1 0, n -• 10, Computed Standard Deviation (C.S.D.) a 2.13, 
Sample mean (S.M.) s - 0.08 

The spectrum ( - co, 4- co) of the parent variable x10  was divided into 
10 intervals ( - 00, -4), ( - 4,- 3), . .. 

in
Diff. 
 area 	

2 Compu- Actual 
Class 	Std. 	under Expected Obs 	(v  ) -mt( 	ted value of Degrees  
limit Class limit- -- 	frequency 	• 	N 1G  eti 	N  Pigliii  value of 	2 	of 

Normal 	 freq. 	 X 
a iq 	 ml(Pio)oj 	 in' ( P 10)6 	 2 	 freedom 

z ioi curve 	 tploci 	:p 	X 	at 5% 	di. 

( P w)  4 	 : z p level : Q 
	 ....s,-..-.... 

< 
, 

-00 - 00 

-4 -124 .0319 3.64 4 0.0356 

- 3 - 1-37 .0524 5.97 7 0.0178 

-2 -0.90 .0988 11.26 9 0.4536 

-1 -0.43 .1495 17.04 15 0.2442 

0 0.04 .1823 20.78 27 1.8618 4.8730 	14.07 	7 

1 0.51 .1791 20.42 

2 0.98 .1415 16.13 

3 1.45 .0900 10.26 

4 1.92 .0461 5.26 

cc co .0264 3.01 

20 	0.0086 

	

13 	0.6074 

	

9 	0.1547 

	

5 	0.0129 

	

5 	1.3156 



	

4 	2.67 

	

7 	5.44 

	

7 	6.86 

	

9 	9.93 

	

9 	8.31 

	

5 	2.34 

	

7 	2.74 

	

8 	4.35 

	

9 	5.73 

	

10 	3.90 

9.49 
14.07 
14.07 
16 92 
16.92 

11.07 
14.07 
15.51 
16.92 
18.31 
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TABLE Ii 

Sample : r, 00  ns 10, C.S.D 	1.36, S.M. a 16842, No. of intervals 7 

FPI "-  I 	Expected Class 	 r7 \ 	freq. limit 	-ex( na2/ 

2 
Ohs. (v 10 -m'( 
freq. 

( 	 ;On] 

• 

d.f. 

0 .0000 
1 .0951 10.84 13 .4304 

2 .3297 26.74 23 .5231 

3 .5935 30.07 35 .8083 

4 .7981 23.32 23 .0044 

5 .9179 13.66 14 .0085 
6 .9727 6.25 5 .2500 
7 .9926 2.27 1 .7105 

2.7352 14.07 	7 

TABLE III 

Shows a comparative study between Sample mean (S.M.) and Population 
mean (P.M.), between Computed Standard Deviation (C S.D.) and Theoretical 
Standard Deviation (T.S.DO and between computed value of x 2 (fp) and 
actual value of X2  (Q) at 5% level. 

Sample S.M. P.M. C.S.D. T.S.D. n di'. p Q 

X5 .1! 0 1.50 1.58 5 4 7.47 9.49 
xio  -.08 0 2.13 2.24 10 7 487 14.07 
xis -.35 0 2.48 2.74 15 9 3.08 16 92 
x20  -.13 f 0 2.91 3.16 20 9 4.41 16.92 
x25 .16 0 3.36 3.54 25 9 ' 11.93 19.92 

3'5 	.16 	0 	1.42 	1.58 	5 
Yio 	.43 	0 	2.12 	2.24 	10 
yis  • 	.52 	0 	2.56 	2.74 	15 
Y20 	.37 	0 	2.84 	3.16 	20 
Y25 	.41 	0 	340 	3.54 	25 
r 5 	1.96 	1.98 	1.06 	1.03 	5 
r 10 	2.68 	2.80 	1.36 	1.47 	10 
r15 	3.14 	3.43 	1.74 	1.79 	15 
r20 	3.74 	3.96 	2 07 	2 07 	20 
r21 	4.20 	4.43 	2.22 	2.32 	25 
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Graphs 	 GRAPH II 
I and 

  II show the actual path traversed by the Man from the fixed Starting point -` o' for a single raridom Walk 
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DiscussioN 

In TABLE III, the computed value of x2  (42p) in the case of x and 

namples lies outside the critical region (Q, 00). Therefore the hypothesis 
that all the distributions for x and y-samples are Normal in character, might 
be accepted at 5% level. And in the case of r-sample 	lies outside the 

critical region (Q, 00). Therefore the hypothesis that the distributions for 
r-sample are Maxwellian in character, tnight be accepted at 5% level. 

The Sample means and Standard Deviations were compared with the 
Population means and Standard Deviations. This showed that the cotnputa- 
tions were quite satisfactory so tar as the total walks (114 random walks 

only) were concerned. 
Graphs showed the actual path traversed by the man from 0' for a 

single random walk. It may be to notice that with increased number of steps 
the man would ultimately go away from the starting point ' 0 ', that is to say 
that the Colloidal particle inside a vessel would ultimately move away from 

the centre of the vessel and would strike the wall causing the pressure on the 
wall of the vessel. 

REMARK 

The generated random angle should assume any value from 0 to 2- 
including0 and 2 -rr ; but as the generated ' 10 bit random Number ' in binary 
scale zero was always less than 1, the generated random angle could not be 
2-rt at all. 	That was why the error in 	the length of the steps might increase 
as we proceeded steps higher and 	higher. 	This might impose appreciable 
deviation in results in larger n. 

This could be improved by generating a random Number of larger 
number of bits, but that time it would increase machine time. So a conside- 
rable compromise was made between the machine time and number of bits, 
so that the randomness of the generated angle might be satisfactory. 

So far as the machine time was concerned, each single random walk 
calculation required 12.5 minutes in an automatic electronic digital Computer 
HEC2M. Moreover due to fluctuation of voltage or someother reasons the 
machine might go wrong or might jump to some other instruction during the 
long time run. That was why results should be printed twt  ice to see any 
difference. If no difference was detected, the result might be granted as 
correct. For this purpose, machine time beca. me doubled. 

CONCLUSION 

The main interest of this problem is to show the randomness of the 
walks, as the walks are random, the distribution of a large number of walks 
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for a particular number of steps in every walk, follows the Maxwell's distri- 
bution law for velocities. The second interest is to form a crude Mathematical 
model for Brow nian motion of a Colloidal particle observed under Microscope. 
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