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ABSTRACT | Phase-field models have become the most popular method 
for the numerical simulation of solidification microstructures. This is due to 
several reasons: (i) they are based on thermodynamic principles, which 
facilitate their application in metallurgy, (ii) they are numerically simple, 
and standard mathematical methods for the solution of partial differential 
equations can be employed, and (iii) they can be very accurate, which 
has been demonstrated by number of benchmark simulations. In order to 
be both accurate and efficient, the dynamics of the interfaces in the model 
has to be precisely controlled. This is achieved by the construction of the 
model, and demonstrated by matched asymptotic expansion methods. 
Here, some fundamentals of phase-field modelling will be introduced, 
and several examples of their application in the modelling of solidification 
microstructures will be reviewed.
Keywords: modelling, microstructure, solidification, thermodynamics

1 Introduction
Solidification is a phenomenon that is commonly 
observed in our daily environment. It is also one 
of the oldest processes used by mankind to obtain 
high-performance materials: in the bronze age and 
the iron age, new knowledge about metallurgical 
processes drove major progress in civilizations. 
Later on, steelmaking was one of the motors of 
the industrial revolution, and only the capacity to 
grow high-purity silicon crystals has made modern 
microelectronics possible. Therefore, solidification 
is a traditional and important subject in materials 
science.

The solidification of materials generally leads 
to the spontaneous emergence of microstructures: 
domains of different phases or grains of different 
orientation are delimited by interfaces and grain 
boundaries, respectively. These microstructures 
originate from the processes that take place 
at the crystallization front. The growth of the 
solid requires transport of heat and chemical 
components to/from the interface. This limitation 
of growth by transport leads to morphological 
instabilities: a planar growing interface is unstable, 
hills and valleys appear, and finally the solid-liquid 
interface can take very complicated shapes. The 

most well-known example are probably dendrites, 
tree-shaped structures whose main branches grow 
in crystallographic directions and are decorated by 
many sidebranches (see Figure 1). Microstructure 
formation is an example of pattern formation 
outside of equilibrium,1 that is, the emergence of 
a complicated structure from a simple initial state 
(the liquid). In this perspective, it is interesting 
to understand theoretically this self-organization 
process, in order to predict which kind of 
structure is formed for a given material under 
given processing conditions.

The study of solidification phenomenon 
in the light of the modern theory of pattern 
formation started in the 1980s2 and has been 
ongoing ever since. A large body of knowledge 
about solidification microstructures has been 
accumulated.3–5 This is useful for the design of new 
materials, since the initial structuration during 
solidification influences many materials properties, 
even though solidification is generally followed by 
other processing steps (rolling, machining, heat 
treatments, etc.).

Microstructures are shaped by non-equilibrium 
processes, and are consequently not equilibrium 
shapes. Therefore, knowledge about the interface 
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dynamics is necessary for a complete understanding 
of microstructure formation. Such information 
can be obtained from in situ experiments or 
from numerical simulations. Direct comparison 
of experiments and simulations is particularly 
useful, both to validate the numerical models and 
to elucidate the details of the pattern-formation 
process.

The phase-field method has become the 
“standard method” for numerical simulations of 
solidification microstructures in recent years.6,7 Its 
fundamental principle is to represent the geometry 
of microstructures by one or several scalar 
functions, the phase fields (named so, because they 
indicate which thermodynamic phase is present 
at each point in space). These continuous fields 
take constant values in the bulk of each phase, and 
exhibit smooth but rapid variations through the 
interfaces. In many cases, the phase fields can be 
indentified with an order parameter that describes 
a particular phase transition. The dynamics of the 
interfaces is governed by an equation of motion 
for the phase field that is coupled to the relevant 
transport equations for heat and/or chemical 
components.

A phase-field model is a set of coupled non-
linear partial differential equations of a form that 
is quite standard—it can also be interpreted as a set 
of reaction-diffusion equations. Therefore, a wide 
range of numerical methods is available to perform 
simulations, including parallel algorithms that can 
work on modern high-performance architectures. 

Reaction-diffusion 
équations: Set of partial 

differential équations which 
describes the time evolution 

of the concentrations of a 
set of chemical species that 

can react with each other or 
be transported by molecular 

diffusion.

As a consequence, it is straightforward to 
implement and run a phase-field model. However, 
care has to be taken during the construction of the 
model, that is, in the formulation of the model 
equations, because seemingly small differences in 
the equations can have a big impact on the model 
performance.

In order to understand this fact, let us discuss 
in somewhat more detail the physical scales that 
are involved in the problem of microstructure 
formation. In most metals, the solid-liquid 
interfaces are rough on an atomic scale, that is, 
the transition between the ordered solid and the 
disordered liquid takes place gradually over a 
distance of several atomic spacings (see for example 
the molecular dynamics studies reviewed in Ref.8). 
Since atoms can easily attach and detach from 
the crystal in this situation, the interface exhibits 
strong fluctuations. Therefore, a description of 
this interface in terms of a continuous order 
parameter seems well justified (see also9). The 
“physical” interface thickness is thus of the order 
of 1 nm. On the other hand, microstructures are 
named after their characteristic scale, which is the 
micron. For example, dendrite tip radii in typical 
metallurgical samples are of the order of 10 µm; 
an entire dendritic grain can be millimeters in 
diameter.

As a consequence, it is impossible to use phase-
field models with realistic physical parameters for 
the simulation of microstructures. Indeed, in any 
continuum model in which a field has a variation on 

Figure 1: Dendrites that cover the wall of a hot tear in a CMSX4 Nickel-based superalloy (SEM picture, 
courtesy of W. Kurz and S. Mokadem, EPFL Lausanne, Switzerland, 2003).
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the scale of 1 nm, the grid spacing has to be of that 
order (at least inside the interfaces), which means 
that an enormous number of grid points would be 
required to simulate even a simple microstructure. 
The only viable path is to use models in which the 
“numerical” interface thickness is much larger 
than the thickness of the physical interfaces. The 
construction of the model needs to take this 
perspective into account: Only models in which 
the interface thickness can be “upscaled” without 
introducing numerical artefacts will be useful for 
numerical simulations. This means that the physics 
of the diffuse interfaces in the model needs to be 
carefully controlled.

The physics of the problem (conservation laws, 
symmetries etc.) can give certain guidelines for 
the construction of the model. But if the model is 
to be used for simulations that match a particular 
substance, a prescription has to be given that allows 
the user to properly choose the model parameters. 
That is, a precise relation between the parameters 
of the model and the physical parameters of the 
studied problem needs to be established. The 
standard procedure to achieve this is to use the 
mathematical technique of matched asymptotic 
expansions (also sometimes called boundary 
layer method). Its principle is to analyze the 
mathematical problem on the two different scales 
already introduced above, that is, the interface scale 
(inner scale) and the microstructure scale (outer 
scale). On each scale, a perturbation analysis is 
carried out, and the two expansions are matched. 
In this way, the solution of the interface (inner) 
equation will provide the boundary conditions 
that apply on the outer scale.

In the remainder of this article, I will first 
introduce the traditional way of formulating 
the problem of solidification in terms of sharp 
interfaces, and comment on its justification 
(Sec. 2). Then, I will give an introduction to the 
phase-field method, discuss its relation to the 
sharp-interface formulation and describe some 
applications to simple systems, in Sec. 3. I will then 
conclude and outline some perspectives in Sec. 4.

2 Sharp-Interface Formulation
Historically, one of the first mathematical 
descriptions of a phase-change problem was given 
by Josef Stefan,10,11 who considered the growth 
of a flat (planar) layer of ice on the surface of a 
pool of water in contact with cold air. He chose 
to represent the interface between water and ice 
by a mathematical surface (with thickness zero 
and without internal structure), and solved the 
heat transport equation in the solid and applied 
a boundary condition at the moving solid-liquid 

Grid spacing: The simplest 
method for the numerical 
integration of a partial 
differential equation is to 
discretize it on a regular 
grid in space and time. 
The distance between two 
consecutive grid points is 
called the grid spacing. It 
sets the minimal length 
that can be resolved by the 
computation.

interface. Later on, it was formally proven that 
this problem was well-posed, and mathematicians 
often call this type of problems “Stefan problems”.12 
A more general term is free-boundary problem, 
which stresses the fact that in such problems, 
the spatial domain in which a partial differential 
equation has to be solved is not fixed, but evolves 
with time. Moreover, the domain shape is itself a 
part of the solution. It is for this reason that free-
boundary problems are notoriously hard to solve, 
both analytically and numerically. Nevertheless, 
they give a very intuitive picture of the crystal 
growth process, and therefore it is useful to present 
this formulation first.

As outlined above, “physical” interfaces in 
metals are not sharp and have an internal structure. 
The sharp-interface formulation nevertheless is 
appropriate because of the separation of scales 
that was already discussed: seen on the scale of an 
entire dendrite, the interfaces indeed “look sharp”. 
Actually, there is a rigorous justification of this 
formulation, which will be briefly outlined now.

2.1 Planar interface in equilibrium
Consider a heterogeneous system in equilibrium 
that exhibits a planar interface (normal to the 
x direction) between two phases α and β. For 
simplicity, several assumptions are made. First, 
elastic effects in the solid phase will be neglected 
in all that follows. A more complete treatment of 
interface equilibrium with elasticity can be found, 
for example, in Ref.13 Next, the two phases are 
assumed to have the same total number density 
(or, equivalently, the same molar volume). That 
is, if the system is made of K different chemical 
components, and ρ

i
(z) is the number density of 

component i (in atoms or molecules per unit 
volume) at position x (since the interface is planar, 
a one-dimensional treatment is sufficient), we 
have

i

K

i x
=
∑ =

1

ρ ρ( ) ,  (1)

where the constant total number density ρ =   
N

A
/V

m
,
 
with N

A
 the Avogadro number and V

m
 the 

molar volume. The (dimensionless) compositions 
are defined as

c x
x

i
i( )
( )

= ,
ρ

ρ
 (2)

which obviously implies that 
i

K
ic x

=∑ =
1

1( ) .
The assumption of constant molar volume has 

several important consequences. First, since the 
two phases have the same number density, interface 
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motion can take place without hydrodynamic 
motion (only diffusive processes are required). 
Second, the Helmholtz free energy density (per 
unit volume) and the Gibbs free energy (per mole 
of substance) are simply related by the constant 
ρ : f F V G N= =/ /ρ , where F and G are the 
Helmholtz and Gibbs free energies, respectively, 
V is the total volume and N the total number of 
particles. This means that either of these two free 
energies can be used. In the following, mainly F,  
and its volume density f will be used. Volume 
densities of other extensive thermodynamic 
quantities are also defined, such as the entropy 
density s = S/V and the internal energy density 
e = U/V.

Thermodynamic equilibrium between two 
phases α and β implies that all intensive quantities  
must be equal in the two phases. Those intensive 
variables are the pressure P, the temperature T, 
and the chemical potentials µ

i
 defined by

µi

V T Ni
j

F

N
=

∂
∂

, ,

.  (3)

The pressure can be expressed as the negative  
of the grand potential density, P f

i

K
i i= − −

=∑( )
1

µ ρ . 
Therefore, the equality of the pressures in the two 
phases yields

f f
i

K

i i
i

K

i i
α α β βµ ρ µ ρ− = − ,

= =
∑ ∑

1 1

 (4)

where the superscripts α and β indicate that the 
quantity is evaluated in the respective phase. Two 
special cases are detailed for future reference. For 
a pure substance (K = 1), Pα = Pβ implies fα = fβ 
according to Eq. (1). For a binary alloy (K = 2), 
one of the number densities can be eliminated. 
Setting ρ = ρ

2
 yields

f fα α β βρ µ µ ρ µ µ− − = − −( ) ( ).2 1 2 1  (5)

Only the difference of the two chemical 
potentials appears in this expression. This is quite 
natural: under the constraint of constant number 
density, the numbers of the constituent molecules 
cannot be varied independently, so that an 
increase in N

1
 is always accompanied by a decrease 

in N
2
. The quantity µ = µ

2
 − µ

1
, thus, describes the 

exchange of components, and is often called the 
diffusion potential.

One additional remark is useful here: with 
the definition of Eq. (3), chemical potentials and 
diffusion potentials have a dimension of energy. 
In much of the phase-field (and more generally, 

Hydrodynamic motion: The 
macroscopic (hydrodynamic) 
velocity is defined as the local 

average of the molecular 
velocities. In an AB mixture, 

even if this average velocity is 
zero, the concentrations of the 
species can evolve in time due 
to exchange of A and B atoms. 
This corresponds to diffusion.

Intensive quantities: In 
thermodynamics, the 

quantities that describe the 
state of matter and that are 
independent of the size of 

the system (for example, 
temperature).

materials science) literature those quantities are 
introduced with a dimension of energy per unit 
volume. This results from the definition µ = ∂f/∂c. 
Since the molar Gibbs free energy is related to 
the chemical potentials, G Vm i

K
i i=

=∑ ρ µ , the 
so-defined diffusion potential can also be seen 
as the volume density of a modified Gibbs free 
energy. For constant molar volume, these two 
different conventions are strictly equivalent, but 
this issue will need to be carefully reconsidered for 
variable molar volume.

Whereas intensive quantities are the same in 
the two phases, the densities of extensive quantities  
vary. For example, for a solid-liquid interface 
in a pure substance, the internal energy density 
and the entropy density are not the same on the 
two sides of an interface. The typical profile of 
an arbitrary extensive quantity y across a diffuse 
interface is depicted in Fig. 2: its density smoothly 
varies between the two bulk values. The question 
then arises as to how to define the exact position 
of the interface. One solution is given by the well-
known Gibbs construction: the total content of the 
extensive quantity that is contained in the system 
is compared to the same quantity in a fictitious 
system that exhibits a discontinuous jump between 
the bulk values (the profile across the interface is 
a step function). Mathematically, for a system of 
total length L this is expressed by the integral

δ α βy y x dx y x y L x
L

= ( ) − + − ∫0
( ) ( ) ,int int  (6)

where x
int

 is the position of the step. The interface 
position can then be defined by the requirement 
δ y = 0.

Two remarks are in order. First, in general 
there are several extensive quantities that exhibit 
a jump through the interface. There is no reason 
that the interface positions defined with their 

Extensive quantities: In 
thermodynamics, countable 
quantities that vary with the 

system size if the state of 
matter is held constant (for 

example, energy or number of 
particles).

Figure 2: Illustration of the Gibbs construction: 
Thermodynamic properties and a position on a 
macroscopic scale can be assigned to a diffuse 
interface by comparing the total content of an 
extensive quantity y (x ) with the one of a step 
function, localized at the position xint.
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respective profiles coincide. In this situation, 
one quantity is chosen as a reference, and the δy 
of the other extensive quantities remain non-
zero. This can be seen as an interface excess of the 
respective quantities. Second, if yα = yβ, the excess 
δy is independent of the choice of x

int
; in particular, 

it cannot be eliminated. The most important 
such quantity is the interface excess free energy γ. 
For a pure substance, this reads

γ = −∫0

L

eqf x f dx[ ( ) ] ,  (7)

where f
eq

 = f α = f β is the bulk equilibrium free 
energy density (the same in the two phases 
according to Eq. (5)). For a binary alloy,

γ ω ω= −∫0

L

eqx dx[ ( ) ] ,  (8)

where ω = f − ρµ and ω
eq

 its equilibrium value. This 
excess is always positive and non-zero because the 
creation of a surface or interface always has a free 
energy cost when compared to a homogeneous 
phase.

2.2 Curved interfaces in equilibrium
The interface excess free energy plays a central 
role in the equilibrium of curved surfaces. 
In particular, it leads to the Gibbs-Thomson effect, 
which will be briefly reviewed now.

In the sharp-interface picture, the total free 
energy of a two-phase system is given by the sum of 
the bulk free energies and the interfacial free energy,

F f x dx f x dx n dS
V V S

= + +∫ ∫ ∫α β
α β

γ( ) ( ) ( ) ,
    

  (9)

where Vα and Vβ are the spatial domains occupied 
by the phases α and β, respectively, fα and fβ are the 
free energy densities of the two phases that may 
depend on the position 


x  through its variables 

(in particular, the composition), S is the domain 
boundary separating α and β (the interface), n̂ is 
the unit normal vector to the interface pointing 
into the β phase, and dS


 is a surface element. 

The interface free energy γ may depend on the 
orientation on the surface as soon as at least one 
of the phases is crystalline. Indeed, the presence of 
the crystallographic structure breaks the isotropy 
in space, and many properties of the surface may 
depend on its orientation with respect to the 
crystallographic axes (for example, the number of 
“broken bonds” per unit surface).

For a two-phase system to be in equilibrium, 
the variation of the above free energy with respect 

Broken bonds: In the simplest 
model of a crystal, the atoms 
are linked by rigid chemical 
bonds that have a fixed 
energy. If the crystal is cut 
into two parts, bonds have to 
be broken, and the number of 
broken bonds times the bond 
energy is an estimate for the 
interface energy. The number 
of broken bonds per unit 
surface depends on the lattice 
structure and the orientation 
of the cut surface.

to the position of the two-phase boundaries must 
be zero. Several cases, of increasing complexity, 
will now be detailed. Consider first a solid 
crystallite inside a liquid in two dimensions at a 
constant temperature T. Suppose in addition that 
the surface free energy is isotropic. This implies 
that the shape of the crystallite should be a sphere 
(a circle in two dimensions). Since, at constant 
temperature, the free energy densities of solid and 
liquid are just constants, the above free energy 
simply becomes

F F f T f T R Rs l= + − +0
2 2[ ( ) ( )] ,π π γ  (10)

where R is the radius of the crystallite, and F
0
 is the 

free energy of the system completely filled with 
liquid at temperature T. Variation with respect to 
R yields

δ π γF f T f T Rs l= − +{ }2 [ ( ) ( )] .  (11)

Since γ and R are positive, this variation can 
only be zero if f

s
(T) − f

l
(T) is negative, which is the 

case for T < T
m
 with T

m
 the melting temperature. 

The free energy densities may be expanded around 
T

m
 to yield

f f T
f

T
T T l sm

T
m

m

ν ν
ν ν≈ +

∂
∂

− = , .( ) ( ) ( )  (12)

For a pure substance, f
s
(T

m
) = f

l
 (T

m
) according 

to Eq. (5). The derivative of the free energy density 
with respect to the temperature is the negative of 
the entropy density (∂f/∂T = −s), and the latent 
heat of melting per unit volume is defined as

L = T
m
(s

l
 − s

s
). (13)

Combining these relations yields the Gibbs-
Thomson law,

T T
T

L Rm
m= − .

γ 1
 (14)

In addition to this “energetic” point of view, 
there is a “mechanical” one. Indeed, in the absence 
of elastic interactions, the surface free energy is 
equivalent to the surface tension, that is, one may 
associate to γ a tensile force that is tangential to 
the surface. For curved surfaces, the balance of 
forces on a small piece of surface d  yields a 
resulting force of magnitude γ /R that is directed 
towards the center of curvature and that generates 
a pressure difference between “outside” and 
“inside”. Application of thermodynamic relations 
then again yields Eq. (14).
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For anisotropic interfaces, γ depends on 
the orientation n̂ (in two dimensions, n̂ is 
equivalent to an angle θ with respect to one of the 
crystallographic axes). It is often written as

ˆ ˆ( ) ( )cn a nγ γ= .  (15)

The variational problem is more complicated 
since the shape of the crystallite is no longer a 
sphere. The problem of finding the equilibrium 
shape is solved geometrically by the Wulff 
construction; the result is that Eq. (14) is replaced 
in two dimensions by

T T
T

L

a a

Rm
m c c= −

+ ′′
,

γ θ θ( ) ( )
 (16)

where a
c̋
 denotes the second derivative of the 

function a
c
(θ) with respect to θ. Since the 

temperature remains constant and a
c
 varies with 

orientation, R is no longer a constant—it is the 
local radius of curvature defined by 1/R = ∂θ/∂s 
with s the arclength, along the interface. There is 
also a “mechanical” interpretation of the new term 
(proportional to a

c̋
 ): for anisotropic interfaces, 

there is not only a tension along the interface, 
but also a torque (since the surface can lower its 
energy by “turning” towards a more favorable 
orientation). On a curved surface, the differential 
between the torques acting on the ends of a surface 
element d  generates an additional resulting force 
that is added to the tensile force.

In three dimensions, the interface is a two-
dimensional surface, which implies that it can be 
rotated in two linearly independent directions. 
The second derivative of a

c
 becomes a matrix, and 

the curvature becomes a tensor, the eigenvalues 
of which are the principal curvatures. The Gibbs-
Thomson condition reads

2

2
1 2

1
ˆ( )m c

m c
ii i

T a
T T a n

L R

γ
θ= ,

 ∂
= − + , ∂ 

∑  (17)

where R
i
 are the principal radii of curvature 

and ∂ /∂2 2θi  are the second derivatives along the 
corresponding principal directions. Whereas this 
formula looks complicated, one should keep in 
mind that it follows naturally from the variation 
of the free energy given in Eq. (9). For isotropic 
interfaces, 1/R in Eq. (14) is simply replaced by 
2/R (there are two directions of curvature).

For binary alloys at a fixed temperature T, the 
only intensive quantity that can vary in response 
to the interface curvature is the diffusion potential. 
In order to fully exploit the equivalence between 

Wulff construction: The 
Wulff construction proceeds 

as follows: (i) draw a polar 
plot of the surface tension as 
a function of orientation, (ii) 

for each direction, draw the 
normal to the radius vector at 

the distance from the center  
that corresponds to the value 

of the surface tension, and 
(iii) take the inner envelope 
of all the normals (normal 

planes in three dimensions). 
The result is the equilibrium 

shape.

the intensive variables (temperature and diffusion 
potential), it is advantageous to switch to the 
thermodynamic potential Ω = F − µN, which for a 
two-phase system reads

ˆ( ) ( ) ( ) ,
V V S

x dx x dx n dS
α β

α βω ω γΩ = + +∫ ∫ ∫
   

  (18)

where ω
v
 = f

v
 − µρ

v
 are the Legendre transforms 

of the free energy densities. This transform 
corresponds to a change of variables from the 
number density (or composition) to the diffusion 
potential. Note that, at equilibrium, ωα = ωβ 
according to Eq. (5), and that the surface free 
energy is defined as the interface excess of this 
potential. The potential Ω has been called grand 
potential,14,15 which is not entirely correct (the 
grand potential density is f

i

K
i i−

=∑ 1
µ ρ , with µ

i
 

the chemical potentials); however, for constant 
molar volume, this potential has all the properties 
of the grand potential. In particular, it is minimized 
at equilibrium, and it satisfies

ρ ρ ω
µ

= = −
∂
∂

.c  (19)

Repeating the steps leading from Eq. (9) to 
(14) yields for an inclusion of the β phase in an 
α matrix

µ µ γ
ρ ρβ α

= +
−eq

1

R
 (20)

for isotropic interfaces. Here, µ
eq

 is the equi-
librium diffusion potential for α-β coexistence 
(with a planar interface) at temperature T. The 
difference in sign of the curvature term with 
respect to Eq. (14) comes from the fact that the 
definition of the latent heat in Eq. (13) contains s

l
 

− s
s
, which would be equivalent to ρα − ρβ. Obvi-

ously, for anisotropic interfaces the same gen-
eralizations of the right-hand side as for a pure 
substance must be made. It is more customary to 
write the above equation in terms of composi-
tion, which yields

c c
f c c c R
v v

ν ν
β α

γ
− =

′′ −
eq

eq eq eq( )( )

1
 (21)

where µ = ∂f/∂ρ has been used, and f″ denotes 
∂

2 
f/∂c.2 Here, cν

eq is the equilibrium composition 
of phase v for coexistence at µ

eq
.

2.3 Moving interfaces
While the equilibrium of interfaces is controlled 
by the intensive quantities, the balance of extensive 
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quantities controls the interface motion. Indeed, 
since the density of extensive quantities varies 
across an interface, an interface can only move if 
the difference is supplied by a transport process. 
This idea can be formalized by formulating a 
balance law for an arbitrary extensive quantity 
in a box that is fixed at (and moves with) the 
interface. Indeed, consider a piece of interface of 
surface area A, and draw a box that encloses the 
interface as well as a small portion of the adjacent 
space, centered at the interface and with a width 
of 2d in the direction normal to the interface. We 
can write the balance of an arbitrary extensive 
quantity that satisfies a conservation law, by 
counting the fluxes that cross the box boundaries, 
and by taking into account the motion of the box. 
At fixed surface area, the fluxes parallel to the 
interface can be neglected for d sufficiently small, 
since the corresponding faces of the box become 
negligibly small.

Consider a planar interface of a pure substance 
that moves in the x direction with velocity V. The 
change of total energy in the box writes

dE

dt
A j x d j x d

V e x d e x d

l s

l s

= − + + −[
+ + − −( ),

( ) ( )

( ) ( )

int int

int int  (22)

where jν = −λν∂x
T is the heat flux, λν being the heat 

conductivity in phase ν, and the terms proportional 
to V represent the internal energy that enters the 
moving box at the front and leaves it at the back, 
respectively. Two steps are necessary to obtain the 
so-called Stefan condition: the limit d → 0 must 
be taken, which means that all quantities are 
evaluated on the two sides of the (sharp) interface. 
Moreover, a steady state is considered, such that 
the time derivative of the energy in the box must 
be zero. This yields

V e e j j
T

x

T

xl s l s l
l

s
s

( )− = − = −
∂
∂

+
∂
∂

.λ λ  (23)

This equation thus, just expresses the heat balance 
at the moving interface.

To close the problem, the internal energy 
densities must be specified as a function of the 
interface state. Most commonly, these conditions 
are stated for the temperature rather than for 
the internal energy. For solid-liquid systems, one 
assumes that the temperature on the two sides of 
the interface is the same. However, this temperature 
depends on the velocity of the interface. Indeed, 
interface motion is a dissipative process, and 
therefore, a driving force is necessary to generate 
motion. A simple linear ansatz yields

V T Tk= − ,µ ( )eq int  (24)

where the sign is chosen such that a growing solid 
corresponds to a positive velocity, and µ

k
 is the 

interface mobility (this notation is quite common 
in the literature; not to be confused with the 
diffusion potential µ). Combining this with Eq. (14) 
yields the generalized Gibbs-Thomson relation,

T T
T

L R

V
m

m

k

= − −
γ

µ
1

.  (25)

Many different theories have been formulated 
to predict the kinetic coefficient µ

k
, and its value 

has been determined in molecular dynamics 
simulations (it is impossible to measure it directly in 
experiments); see for example Ref.16 and references 
therein for a recent summary. Obviously, the growth 
kinetics of a crystal can depend on the orientation 
of the interface, which makes µ

k
 anisotropic.

For alloys, mass balance needs to be satisfied 
in addition to energy balance. A calculation 
completely analogous to the one above for the 
energy yields for a binary alloy

V c c D
c

x
D

c

xl s l
l

s
s

( )− = −
∂
∂

+
∂
∂

,  (26)

with Dν the solute diffusion coefficient in phase ν. 
Again, the compositions at the interface have to 
be specified to close the problem. The situation in 
alloys is more complicated than for pure substances, 
because local equilibrium at the interfaces can 
break down. Indeed, when solidification is driven 
by rapid extraction of heat, solute diffusion is not 
fast enough to establish the equilibrium solute 
concentrations at the interface: solute trapping 
occurs, that is, the solute is “trapped” by the rapidly 
advancing solidification front. In the extreme case, 
the liquid solidifies without change in composition 
(massive transformation). As soon as solute 
trapping occurs, there is a jump in the diffusion 
potential across the interface (in the analogy 
with a pure substance, this would correspond to 
a temperature jump). In this situation, a theory 
is needed which gives the two interface diffusion 
potentials (or equivalently the two interface 
compositions) as a function of velocity. The classic 
theory of solute trapping is the continuous growth 
model of Aziz,17 but a complete understanding of 
this phenomenon is still lacking. Therefore, the 
examples discussed in the remainder of this article 
will all be chosen in the regime of sufficiently slow 
solidification, such that the local equilibrium at 
the interfaces is maintained. In this situation, the 
diffusion potential is the same on the two sides of 
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the interface, and the equilibrium relation between 
the compositions on the two sides remains valid. 
Obviously, the finite interface mobility µ

k
 has also 

to be included for alloy solidification.
Before proceeding to the concrete examples, let 

us reflect on the developments seen above. In fact, 
implicitly, the concept of scale separation was used 
in the derivation of the Stefan condition. Namely, 
Equation (22) is valid for an arbitrary interface, 
with or without internal structure. In contrast, in 
Eq. (23) the limit of zero box thickness was taken. 
Obviously, for a “physical” diffuse interface with 
a finite thickness W, this structure would become 
“visible” in the Stefan law as soon as d < W. In 
particular, there is no guarantee that the heat 
currents and the internal energy densities are 
sufficiently smooth to define the differentials on 
the right-hand side of Eq. (23). As a consequence, 
the interface thickness should explicitly appear 
in the equation. The validity of Eq. (23), which is 
independent of the interface thickness, therefore, 
rests on the assumption that the “external” fields 
(temperature and composition) are sufficiently 
smooth on the scale of W. This condition is not 
fulfilled in the case of solute trapping: the main 
parameter of the Aziz theory is the ratio WV/D

i
, 

where D
i
 is a solute diffusion coefficient in the 

interface. The interface compositions therefore 
explicitly depend on the interface structure. Very 
similar considerations will be crucial for the 
interpretation of phase-field models.

2.4  Symmetric model for pure substance 
solidification

A particularly simple model is the symmetric model 
of solidification, in which certain thermodynamic 
properties and transport coefficients are assumed 
to be the same in liquid and solid. In particular, 
the specific heat C and the thermal diffusion 
coefficient D

th
 are taken as identical. This makes 

it possible to transform the equation of heat 
conservation in the bulk,

∂ = −∇⋅ = ∇ ∇ ,t e j T
   

( )λ  (27)

into a diffusion equation for the temperature, 
using de = CdT and λ = CD

th
,

∂ = ∇ .t thT D T2


 (28)

Since the specific heats of the two phases 
are identical, the latent heat is independent of 
temperature, and the Stefan condition simply reads

ˆn th l s
LV D n T T = ⋅ −∇ + ∇ , 

 
 (29)

where n̂ is the unit normal vector pointing into 
the liquid, V

n
 is the (signed) normal velocity 

of the interface, and the temperature gradients 
are evaluated on the two sides of the interface. 
Finally, the temperature at the interface obeys the 
generalized Gibbs-Thomson condition,

2

int 2
1 2

1
ˆ( )m c n

m c
i ki i

T a V
T T a n

L R

γ
µθ= ,

 ∂
= − + − . ∂ 

∑  (30)

For convenience, a non-dimensional tempera-
ture field is introduced

u
T T

L C
m=

−
/

,  (31)

where the ratio L/C has the dimension of 
temperature. In terms of this variable, the free-
boundary problem reads

∂ = ∇ ,t thu D u2  (32)

V D n u un th l s
= ⋅ −∇ + ∇





ˆ ,
 

 (33)

u d a n
a

R
V

i
c

c

i i
nint = − +

∂
∂







− ,

= ,
∑0

1 2

2

2

1
( )

θ
β  (34)

where we have introduced the thermal capillary 
length

d
T C

L
m

0 2
=

γ
 (35)

and the interface kinetic coefficient

β
µ

= .
C

L k

 (36)

This formulation will be particularly helpful in 
establishing the connection with the phase-field 
model.

2.5  One-sided model for solidification 
of a dilute binary alloy

A general sharp-interface model for alloy 
solidification can be written down, but for 
simplicity attention will be restricted here to the 
case of a dilute binary alloy made of substances 
A and B, with a simple phase diagram: straight 
liquidus and solidus lines of slopes m and m/k, 
respectively, (m < 0), where k is the partition 
coefficient. The interface is supposed to be in local 
equilibrium, that is,

c kcs l= , (37)

Dilute binary alloy: A binary 
mixture in which one sort of 

atoms (say, B) is much less 
frequent than the other. A 

and B are called solvent and 
solute, respectively.



Phase-Field Modelling of Solidification Microstructures

Journal of the Indian Institute of Science  VOL 96:3  Jul.–Sep. 2016  journal.iisc.ernet.in 187

where c
s
 and c

l
 are the compositions at the solid 

and liquid side of the interface, respectively. This 
partition relation is equivalent to the statement 
that the diffusion potential is the same on both 
sides of the interface. The number density of B 
atoms is noted ρ, and c = /ρ ρ .

The interface temperature satisfies the 
generalized Gibbs-Thomson relation,

T T m c
T

L R
Vm l

m
n k= − | | − − / ,

γ
µ1

 (38)

where T
m
 is the melting temperature of pure A. 

Note that the isotropic version of the Gibbs-
Thomson condition was used for simplicity of 
notation; the anisotropic version of the curvature 
term is identical to the one in Eq. (30).

For substitutional solutes, diffusion is generally 
much slower in the solid than in the liquid. In the 
one-sided model of solidification, solute transport 
in the solid is completely neglected. Heat is 
supposed to diffuse much faster than solute, so 
that the temperature field can be taken as fixed 
by external conditions, in spite of the rejection of 
latent heat during solidification. Then, Eq. (38) 
yields a boundary condition for the solute 
concentration at the interface.

For isothermal solidification at a fixed 
temperature T

0
 < T

m
, the above assumptions lead 

to the set of sharp-interface equations

∂ = ∇ ,t c D c2  (39)

ˆ( ) (1 )l s n l n lc c V c k V Dn c− = − = − ⋅∇ | ,


 (40)

m c c
T

L R

V
l l

m n

k

( )− = +eq γ
µ

1
 (41)

where D is the solute diffusivity in the liquid, and 
c T T ml m

eq = − /( )0  the equilibrium concentration 
of the liquid at T

0
.

A close analogy with the pure substance model 
can be obtained by rewriting the above equations 
in terms of the local supersaturation with 
respect to cl

eq, normalized with the equilibrium 
concentration gap at T

0
,

U
c c

c k
l

l

=
−

−
.

eq

eq ( )1
 (42)

This results in

∂ = ∇ ,tU D U2


 (43)

[ ( ) ]1 1+ − = − ∇ | ,k U V D Un l


 (44)

U
d

R
Vn= − − ,0 β  (45)

where d
0
 and β are the chemical capillary length 

and kinetic coefficient: the temperature scale L/C 
of Eqs. (35) and (36) is replaced by the freezing 
range ∆ = | | −T m k cl0 1( ) eq, which yields d

0
 = γ T

m
/

(L∆T
0
), and β = 1/[µ

k
∆T

0
].

The notation U is used here to distinguish 
the dimensionless supersaturation field from the 
dimensionless temperature field u introduced 
previously, but they play perfectly analogous 
roles. Actually, it can be shown that the field U 
is a dimensionless diffusion potential.14,18 For a 
constant concentration gap (k = 1), a one-sided 
version of the pure substance model is obtained. 
Finally, directional solidification can also be 
treated by replacing the constant temperature field 
by an externally imposed temperature gradient of 
magnitude G along the z direction that moves with 
a velocity V

p
 with respect to the material (sample) 

frame,

T z T G z V tp( ) ( )= + − .0  (46)

Then, a term − − /( )z V t lp T  has to be added to 
the right-hand side of Eq. (45), where l T GT = ∆ /0  
is the thermal length (see18 for details).

3 Phase-Field Models
3.1 Introduction
The free-boundary formulation is appealing 
because it directly corresponds to our intuition 
about the motion of macroscopic domains—
the finite thickness of the interfaces is hidden 
from our eyes or even the standard means of 
observation (for example, optical microscopes). 
Of course, this very fact is also the reason 
why sharp-interface models are an excellent 
description: there is a scale separation of several 
orders of magnitude between the thickness of the 
interface and the characteristic length scales of 
the macroscopic problem, such that the internal 
structure of the interfaces has no detectable 
effect on the macroscopic evolution. There are 
two different approaches for the numerical 
treatment of such problems: front tracking and 
front capturing. In front-tracking methods, the 
interface location is described by marker points 
that move with the interfaces (see Figure 3). For 
structures that develop complicated shapes, this 
poses several methodological challenges: the 
spacing between marker points changes with 
time, so that remeshing becomes necessary. 
When the connectivity of the structure changes 
(pinchoff or coalescence), the points have to 
be re-ordered. As a result, front-tracking codes 
are complicated. An alternative is interface 
capturing, in which the position of the interface 
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is described by the level set of an auxiliary 
function.

The name phase field was coined in the 
beginning of the 1980s when the first diffuse-
interface models for solidification were 
formulated.19–21 These models are rooted in the 
physics of phase transitions. Their origins can 
be traced back to the continuum description of 
liquid-gas interfaces developed by van der Waals,22 
and to the Landau theory of phase transitions. 
Indeed, the latter introduces the concept of 
order parameters, which are descriptors of phase 
transitions, and in the 1970’s, equations of motion 
for such order parameters were developed to 
describe the dynamics of phase transitions.23 
In this “bottom-up” perspective, the phase field 
and its dynamics can be obtained by a coarse-
graining procedure from a microscopic model 
by eliminating the atomistic degrees of freedom, 
but retaining the degrees of freedom that 
correspond to mesoscopic scales. These concepts 
have been exposed in many treatments, see for 
example6,7,24. Whereas this approach is very useful 
for the understanding of the roots of the phase-
field method, it is impossible to apply it to the 
treatment of concrete problems since the coarse-
graining procedure can hardly ever be carried 
out explicitly (for an attempt on a simple lattice 
model, see Ref.25).

For these reasons, I have adopted in the 
following, the opposite “top-down” approach 
in which phase-field models are seen as a 
phenomenological tool to treat free-boundary 
problems such as the ones exposed in the 
preceding section. Whereas a purely mathematical 
treatment is possible, models that remain rooted 
in thermodynamics have the advantage, as will be 
seen below, to contain “automatically” the right 
physics, in particular the Gibbs-Thomson effect. 
It turns out that the combination of physical 
structure and mathematical analysis is the best 
way to obtain models that are both accurate and 
efficient. In this perspective, the phase field is seen 

Order parameters: A phase 
transition always involves 

an ordered and a disordered 
phase (the entropy changes 

discontiuously). An order 
parameter is a quantity that is 

zero in the disordered phase 
and non-zero in the ordered 

phase. Order parameters may 
be scalars, vectors, or tensors. 

For example, in ferromagnets, 
the magnetization is zero 

above the Curie temperature, 
but finite below.

Coarse-graining: 
Heterogeneous systems may 

be treated by introducing 
a length scale, the coarse-

graining length. All quantitites 
are averaged over the coarse-
graining length (for example, 

by dividing space in boxes), 
but variations on larger scales 
are kept. Generally, the results 

depend on the choice of the 
coarse-graining length.

as a mathematical tool for the computation of the 
interface evolution, and its equation of motion 
only needs to reproduce, on a large scale, the 
desired free-boundary problem.

The phase field is a scalar field that specifies 
the local state of matter (solid or liquid). Its direct 
interpretation as an order parameter in the spirit 
of Landau theory is difficult, since the solid-
liquid phase transition does not exhibit a critical 
point; however, various definitions have been 
explored.9,26 Here, it will be interpreted rather as 
being related to the local volume fraction of the 
solid phase, that is, the phase field φ is 0 in the 
liquid and 1 in the solid. Between these two values 
in the bulk phases, the phase field varies smoothly 
across a diffuse interface, like an extensive 
quantity as depicted in Fig. 2. As a consequence, 
the phase field can also be used to interpolate 
thermodynamic and kinetic properties across the 
interface.

3.2 Solidification of a pure substance
In the top-down point of view, a phase-field 
model can be seen as a a regularization of the free-
boundary problem. Indeed, the sharp-interface 
equations implicitly contain singularities: the 
materials properties (for example specific heat, 
diffusion coefficient) exhibit jumps at the interface, 
and the surface free energy is concentrated on 
a infinitely thin sheet, which makes its volume 
density infinite. In the Stefan boundary condition 
of Eq. (29), the latent heat is released at the 
infinitely thin interface, which corresponds to a 
singular heat source term. Formally, this can be 
made apparent by rewriting the equations in terms 
of distributions: the domain occupied by the solid 
is represented by an indicator function, θs x( )


, 

which equals 1 inside the solid, and zero outside. 
The interface location can then be described by a 
Dirac δ function that is related to the derivative of 
θ

s
, int ˆ( )s x nxθ δ∇ = − −
  

, where n̂  is again the unit 
normal to the interface pointing into the liquid, 
and int


x  is any point located on the interface. 

Figure 3: Illustration of interface tracking versus interface capturing methods: in interface tracking (left), 
the interface is represented explicitly, for example by marker points. In interface capturing (right), it is 
treated implicitly as a level set of a function that evolves with time (black line on the blue surface).
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Detailed discussions about this procedure can be 
found in.5,27–30

In a phase-field model, these singularities are 
smoothed out. The free energy of Eq. (9) for a two-
phase system may be approximated for a pure 
substance by

F f g f T g f T
V s l= ,∇ + + − .∫ int ( ) ( ) ( ) ( ( )) ( )φ φ φ φ


1

 (47)

Here, f
int

 represents the surface energy 
contribution, equal to zero outside of the interfaces, 
and is discussed in detail below, f

s
(T) and f

l
(T) are the 

free energy densities of solid and liquid, respectively, 
and g(φ) is an interpolation function that satisfies

g g g g( ) ( ) ( ) ( ) .0 0 1 1 0 1 0= = ′ = ′ =  (48)

The two choices that are most frequently used 
in the literature are the polynomials g(φ) = 3φ2 – 
2φ3 and g(φ) = 10φ3 – 15φ4 + 6φ5. The motivation 
for Eq. (47) is easily understood: both of the 
quoted expressions for g(φ) are monotonous in φ, 
and therefore g x( ( ))φ   is an approximation for the 
step function θs x( )


, and g(φ)f

s
(T)+(1 – g(φ))f

l
(T) 

approximates the bulk free energy in the sharp-
interface formulation.

Equations of motion for the phase field 
φ and the temperature T may be obtained by 
considering the variations of the free energy. 
Since the crystalline order can change locally by 
short-range motion of the atoms into or out of 
the equilibrium positions in a crystal lattice, the 
phase field is a locally non-conserved quantity. 
Therefore, according to linear response theory, it 
satisfies a simple relaxation dynamics,

∂ = − ,t
Fφ δ

δφ
Γ  (49)

where Γ is a kinetic constant and δF/δφ is 
the variational derivative of the functional (47). 
This equation just states that matter will tend 
to adopt the state with the lowest free energy.

Away from the interfaces, where f
int

 is zero, the 
equation becomes

∂ = − ′ − ,t s lg f T f Tφ φΓ ( )[ ( ) ( )]  (50)

and the last condition in Eq. (48), g′(0) = g′(1) = 0, 
ensures that the bulk equilibrium values of the 
phase field are always equal to 0 or 1. Indeed, the 
two fixed points of this equation are φ = 0 and 
φ = 1, even when T ≠ T

m
, and thus, f

s
 ≠ f

l
. This is not 

the case for the simplest choice g(φ) = φ that was 
adopted in the early phase-field models.19,21

Linear response theory: 
Standard method in statistical 
mechanics to obtain a relation 
between thermodynamic 
forces and fluxes. The 
macroscopic evolution is 
obtained by averaging over 
microscopic events, using 
the equilibrium fluctuation 
spectrum. The resulting force-
flux relations are always linear, 
with coefficients that may 
depend on temperature.

The equation for the temperature can be 
obtained with the help of thermodynamic 
identities. The variation of the free energy with 
respect to the temperature is the negative of 
the entropy density. Since f

int
 is assumed to be 

independent of temperature,

δ
δ

φ φ φF

T
s T s T g s T gs l= − , = − − − ,( ) ( ) ( ) ( )[ ( )]1  (51)

where s
v
 = −∂f

v
(T)/∂Τ are the entropy densities  

of liquid and solid. At constant density 
(equivalent to locally constant volume, and thus 
to the absence of mechanical work), de = Tds, 
which yields

de T
s

T
dT T

s
d=

∂
∂

+
∂
∂φ

φ  (52)

with the help of the chain rule. Since the specific 
heat C = T∂s/∂Τ and the latent heat L = T[s

l
(T) − 

s
s
(T)], a combination of the above equation with 

the energy conservation law, Eq. (27), gives

C T T C T D T Lgt t( ) ( ( ) ) ( )φ φ φ φ, ∂ = ∇ , ∇ + ′ ∂ .
 

 (53)

In the case of the symmetric model, C is 
independent of φ. In a limited range of temperatures 
around the melting point, the values of C, s

s
, s

l
, 

and L may be approximated by their values at the 
melting point. This results in the simple equation,

∂ = ∇ ∇ + ′ ∂ ,t tT D T
L

C
g

 
( ) ( )φ φ  (54)

which is very intuitive: the temperature changes 
by heat diffusion in the bulk, and by the release of 
latent heat at the interface. The equation for the 
phase field can also be simplified by expanding 
the free energies in the right hand side around the 
melting temperature, which yields

1

Γ
∂ = − ′ − .t

m
mg

L

T
T Tφ φ( ) ( ) ( )interface part  (55)

3.3 Interface structure and energy
The interface free energy density f

int
 is of the general 

form suggested by Ginzburg-Landau theory, with 
a gradient square term and a local potential,

f
K

Hfint dw= ∇( ) + .
2

2
φ φ( )  (56)

Here, f
dw

(φ) is a function of φ that has two 
minima of value f

dw
 = 0 for φ = 0 and φ = 1, 

with a maximum in between these two values  

Ginzburg-Landau theory: 
The Ginzburg-Landau theory 
was originally developed as a 
description of the transition 
from the normal to the 
superconducting state, and 
later generalized to other 
phase transitions.
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(a double-well potential), and K and H are 
constants. A simple dimensional analysis 
immediately clarifies the role of these constants: 
since f

int
 is a free energy density (of dimension 

energy/volume), H has the same dimension (f
dw

 is a 
dimensionless function), whereas K has dimension 
of energy/length. Therefore, the combination

W
K

H
=  (57)

has the dimension of length and indicates the 
width of the diffuse interface, whereas KH  
has the dimension of a surface tension. The two 
coefficients K and H thus, determine the width 
and the excess free energy of the interface.

For a more detailed view, it is useful to recall the 
general prescription for calculating the variational 
derivative of a free-energy integral with a free-
energy density f ( )φ φ, ∇


,

δ
δφ φ φ

F f

x

f

i

d

i i

=
∂
∂

−
∂

∂
∂

∂ ∂
,

=
∑

1 ( )
 (58)

where d is the dimension of space, and i labels the 
coordinate directions (x, y, z in three dimensions). 
A planar interface at rest at the melting 
temperature T

m
 is an equilibrium state and must 

therefore, satisfy δF/δφ = 0. Indeed, for T = T
m
 the 

bulk driving force is zero according to Eq. (55), 
and only the interface contribution remains. 
Application of Eq. (58) to the free energy density 
f
int

 of Eq. (56) yields

0 = − ∂ + ′K H fxxφ φdw ( )  (59)

for an interface normal to the x direction. One 
may divide this equation by H and switch to the 
dimensionless variable x x W= /  with W defined 
by Eq. (57), which yields

∂ = ′ . xx fφ φdw ( )  (60)

This indicates that the interface profile is 
entirely determined by the choice of f

dw
, whereas 

the spatial scale of the profile is set by W. 
Furthermore, according to Eq. (7), the surface free 
energy is defined as the integral of the interface 
excess of the free energy,

γ

φ φ

φ

=

= ∂( ) +





= ∂(

−∞

∞

−∞

∞

−∞

∞

∫
∫

∫

f dx

H W f dx

KH

x

x

int

dw
1

2
1

2

2 2

2

( )

 )) +





.f dxdw ( )φ   (61)

In the last expression, the integral is 
dimensionless (a number that will be called I in 
the following) and can be evaluated by inserting 
the solution of Eq. (60). As a result, the surface 
energy γ is given by

γ = = ,I KH IWH  (62)

where Eq. (57) was used to obtain the second 
expression, which is particularly intuitive. Indeed, 
H is the amplitude of the double-well potential, that 
is, it gives the height of the energy barrier between 
the two equilibrium phases. The product of this 
barrier height and the thickness of the interface 
thus gives the total interface excess energy. In the 
sharp-interface limit (W → 0), the interface free 
energy density has to diverge (H → ∞) in order to 
maintain a finite γ. This corresponds to one of the 
singularities of the free-boundary problem.

The phenomenological coefficients K and H 
can therefore be expressed in terms of two physical 
quantities: the interface thickness and the surface 
energy. The result is

H
IW

K
W

I
= = .

γ γ
 (63)

If the physical values of both γ and W are used, 
the values of K and H are close to those obtained 
by mean-field theories for phase transitions.24 
However, in the “top-down” point of view, W can 
be treated as a free parameter since it does not 
appear in the free-boundary problem. In many 
articles on phase-field modelling, K and H are 
directly expressed in terms of W and γ in the free-
energy functional. Note, however, that the number 
I depends on the choice of the double-well 
potential, and that different numerical prefactors 
appear in the literature since the definition of the 
interface width is not unique (the definition given 
here corresponds to the notations of Karma and 
Rappel,31 but other choices are equally legitimate 
and have been used). The most common choice 
for the double-well potential is f

dw
 = φ2(1 − φ)2, for 

which Eq. (60) yields φ( ) ( )[ tanh( )] x x= / − /1 2 1 2  
(for a solid located in the domain x < 0).

In order to include anisotropy, that is, generate 
a surface free energy that depends on the interface 
orientation according to Eq. (15), Eq. (63) can still 
be used, but the coefficients K and/or H need to be 
orientation-dependent. The interface orientation 
(unit normal vector pointing into the liquid) is 
given in terms of the phase field by

φ
φ

∇
= − .

| ∇ |


n̂  (64)
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Historically, anisotropy was first included in the 
gradient energy coefficient,32–34 2ˆ ˆ( ) ( )cK n Ka n= , 
since the gradient has vector character. According 
to Eq. (57), this creates variations in the interface 
thickness W, which becomes proportional to a

c
. 

A constant interface thickness is obtained by 
letting ˆ ˆ( ) ( )cK n Ka n=  and ˆ ˆ( ) ( )cH n Ha n= . Finally, 
it is also possible to keep the gradient energy 
coefficient constant and to write 2ˆ ˆ( ) ( )cH n Ha n= , 
which leads to W ∼  1/a

c
(θ). It should be noted 

that each of these choices generates different 
equations of motion for the phase field, since the 
second term on the right-hand side of Eq. (58) 
acts on any n̂-dependent term in the functional.

3.4 Relation to sharp-interface models
In order to make the phase-field model useful as a 
tool for the numerical simulation of free-boundary 
problems, the equivalence between the phase-field 
model and the free-boundary problem needs to be 
established. Since the equation for the temperature 
is based on the same transport equation for heat 
as in the standard transport theory, in the bulk the 
two models are clearly identical. It remains to be 
demonstrated that the phase-field model generates 
the correct boundary conditions at the interfaces, 
and to relate the parameters of the phase-field 
model to those of the free-boundary problem.

The general strategy to achieve this is presented 
below; to begin with, let us examine two simple 
ingredients: the equilibrium Gibbs-Thomson 
relation and the Stefan condition. In Sec. 2.2, 
the Gibbs-Thomson condition was obtained by 
setting the variation of the appropriate two-phase 
free energy to zero. Since the functional used in the 
phase-field model, Eq. (47), is a smoothed version 
of the very same free energy, it is easy to see that 
the phase-field model automatically contains the 
Gibbs-Thomson effect. Indeed, consider first the 
isotropic case, with a spherical inclusion of solid 
in the liquid. As long as the radius of the inclusion 
is much larger than the interface thickness W, the 
interface profile will remain close to the solution 
for a planar interface, which means that the 
surface energy is unaltered. Then, a variation in 
R corresponds to a shift of the entire interface 
profile, which changes the amount of the two 
bulk phases and the length of the interfaces in the 
same way as in the sharp-interface formalism. For 
anisotropic interfaces, the new terms generated 
by the action of the functional derivative on the 
anisotropy function ˆ( )ca n  represent the torque 
exerted by anisotropy; the application of the 
prescription given by Eq. (58), thus produces the 
physically correct anisotropic Gibbs-Thomson 
condition, Eq. (17).

Consider now a planar solid-liquid interface 
that grows with constant velocity V. For slow 
motion (such that the diffusion length, D/V, is 
much larger than the interface thickness W), the 
temperature is almost constant on the scale of 
W, and therefore, the left-hand side of Eq. (54) 
is small compared to the last term of the right-
hand side, which contains the rapidly varying 
phase field. The two terms on the right-hand side 
must therefore, balance each other. In the frame 
that moves with the interface (this transformation 
replaces ∂

t
 with −V∂

x
), Eq. (54) with its left-hand 

side set to zero reads

0 = ∇ ∇ − ′ ∂ .
 

( ) ( )D T V
L

C
g xφ φ  (65)

Since g(φ) varies from 1 in the solid to 0 in 
the liquid, an integration of this equation across 
the interface directly yields the Stefan condition, 
Eq. (29).

A more formal proof, and at the same time 
a more general treatment, is provided by the 
technique of matched asymptotic expansions, 
often also called boundary-layer calculations. The 
main steps of such a formal calculation are the 
following.

1. Define two different coordinate systems. The 
first one corresponds to the sharp-interface 
problem (“outer scale”), characterized by a 
macroscopic scale   specific to the considered 
problem (in the previous examples, the 
radius of curvature and the diffusion length, 
respectively). The second (“inner scale”) 
is attached to the interface (in general in a 
curvilinear moving coordinate system), and 
scaled by the interface thickness W. The ratio 
ε = / W  defines a small parameter.

2. Expand formally the relevant fields (here, 
phase field and temperature) as a power series 
in the parameter ε on the two different scales, 
which gives an outer expansion and an inner 
expansion.

3. Solve the equations of the phase-field model 
perturbatively order by order in ε in each 
region, using the relevant coordinate system.

4. Match the two expansions order by order 
using the condition that the limit of the inner 
expansion far from the interface must coincide 
with the limit of the outer expansion when the 
interface is approached.

The result of this procedure are boundary 
conditions for the relevant fields on the outer scale, 
which are determined by the equations on the 
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inner scale. In general, these boundary conditions 
also take the form of a power series in ε. The 
explicit calculation of the matched asymptotics is 
quite tedious and is presented in detail in several 
publications.18,31,35,36 It is therefore, not discussed 
in detail here. The principles and main results 
are illustrated in the forthcoming section for one 
specific model, which is the celebrated model of 
Karma and Rappel.31

3.5 Example: The Karma-Rappel model
The model proposed by Karma and Rappel was 
the first example for the successful application 
of the “top-down” approach, that is, quantitative 
simulations of dendritic growth were performed, 
with results that were largely independent of the 
interface thickness. This model can be obtained 
from the general formalism introduced above by 
the following steps and choices:

1. Choose f
dw

 = 4φ 2(1 − φ)2 and g(φ) = 10φ3 − 
15φ 4 + 6φ 5.

2. Replace the function g(φ) by another function 
h(φ) in the equation for the temperature, 
Eq. (54). This function describes how the 
latent heat is released inside the interface, 
and should therefore, satisfy h(0) = 0 and 
h(1) = 1. If h(φ) ≠ g(φ), the model is no longer 
variational; however, it has been shown in31 
that more efficient models can be obtained 
with this additional freedom. The simplest 
choice is h(φ) = φ.

3. Change variables from φ to ψ = (1 +  φ)/2 
(which thus is equal to 1 in the solid and −1 in 
the liquid) and from T to the dimensionless 
field u introduced in Eq. (31). Divide the 
equation for the phase field by the constant 
H contained in f

int
, define the phase-field 

relaxation time by τ = 1/(ΓH), and combine 

all constants and numerical prefactors in 
the last term on the right-hand side in a 
dimensionless coupling parameter λ.

This results in the following two simple 
equations, written here for simplicity for the case 
of isotropic interface energy and mobility:

τ ψ ψ ψ ψ λ ψ∂ = ∇ + − − − ,t W u2 2 3 2 21


( )  (66)

∂ = ∇ + ∂ .t tu D u2 1

2


ψ  (67)

In order to illustrate the procedure of 
asymptotic matching, a planar interface of a solid 
is considered that grows towards the positive 
x direction into a melt of initial dimensionless 
temperature u(∞) = −1 − ∆ with 0 1< ∆ . It is 
easy to verify that the free-boundary problem 
has a steady-state solution: an interface 
propagating with a constant velocity V = β∆ 
and the temperature given by u = −∆ for x < x

int
 

and u = −1 − ∆ + exp[−(x – x
int

)V/D)] for x > x
int

. 
The numerical solution of the phase-field model 
given by Eqs. (66) and (67) is plotted in Fig. 4 
on the two relevant scales. On the outer scale 
(given by the diffusion length l = D/V), the phase-
field profile appears as a sharp step, and the 
slope of the temperature field has an apparent 
discontinuity at the interface, as prescribed by the 
Stefan condition, Eq. (29). On the inner scale W, 
the slope of the temperature field changes slowly 
and continuously, since the source of latent heat is 
not concentrated in a single point, but “smeared 
out” over the entire interface region.

The two dash-dotted lines in Fig. 4b are fits to 
the asymptotes of the inner solution far from the 
interface, extrapolated to the interface position 
(the point where φ = 0). This is an illustration of 
the matching condition between inner and outer 

Figure 4: Steady-state solution of Eqs. (66) and (67) for ∆ = 0.02 and l = 1, plotted on the scale of the 
diffusion length l = D/V in (a) and on the scale of the interface thickness W in (b).
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fields: the boundary conditions for the field u “seen” 
on the outer scale correspond to the values of these 
asymptotes at the interface. Note that (i) the two 
asymptotes reach the same value at the interface 
position, so that the temperature is continuous on 
the outer scale, and (ii) that the value of u at the 
intersection point (that is, the boundary condition 
on the outer scale) does not correspond to any value 
of the actual field u taken inside the interface.

The main result of the asymptotic calculations 
is that these equations are equivalent to the 
symmetric model of solidification, with

d a
W

0 1=
λ

 (68)

β τ
λ

= −




,a

W
a

W

D1 2  (69)

where a1 5 2 8= /  and a
2
 = 0.6267 are numbers of 

order unity. When other choices are made for f
dw

 
and g(φ), the numbers a

1
 and a

2
 change, but the 

form of the equations remains the same as long as 
the symmetries of the functions remain the same 
f
dw

(−ψ) = f
dw

(ψ) and g(−ψ) = −g(ψ)).
Equation (69) contains two terms: The first one 

is obtained if the temperature field is assumed to 
be constant inside the interface, and describes the 
dissipation due to a homogeneous undercooling 
of the interface. The second term is due to the 
inhomogeneities of the temperature field inside 
the interface, which are illustrated in Fig. 4b. It 
may seem surprising that this contribution plays 
an important role: the characteristic scale for the 
variations of the temperature field is the diffusion 
length, and therefore, an inhomogeneity on the 
scale of the interface should be unimportant if 
WV/D is small enough. However, this reasoning 
neglects the heat source term in Eq. (67): this term 
varies on the scale of W, and thus, always creates 
contributions to the diffusion field on that scale; 
therefore, the second term of Eq. (69) is important 
even for small velocities.31

The expression of the kinetic coefficient given 
by Eq. (69) is of crucial importance. Since there are 
two contributions of opposite sign, it is possible to 
choose β = 0, that is, to simulate interfaces in local 
equilibrium, with arbitrary interface thickness. The 
choice is limited, of course, by the convergence of 
the asymptotic matching procedure, which requires 
a sufficient separation between inner and outer 
scales. In practice, good convergence can often be 
obtained even with a scale ratio as large as 0.1.

3.6 Application: Dendritic growth
For the simulation of dendritic growth, surface 
energy anisotropy has to be included in the model. 

In the Karma-Rappel model, this can be achieved 
by letting the interface thickness W depend on the 
orientation n̂  (which corresponds to the inclusion 
of anisotropy in the square gradient term),

ˆ ˆ( ) ( )cW n Wa n= .  (70)

The kinetic anisotropy can then be incorporated 
by choosing the orientation-dependent phase-
field relaxation time by Eq. (69), which remains 
valid for anisotropic interfaces if W is replaced by 
its orientation-dependent value.31

The equation of motion for the phase field is 
modified by the presence of anisotropy; it now 
reads

( ){τ ψ ψ

ψ
ψ

ψ ψ λ ψ

 
 
 
  =

∂ = ∇ ∇
∂ + ∂ ∇ ∂ ∂ 

+ − − − .

∑

 



22

2

1
3 2 2

ˆ ˆ( ) ( )

ˆ( )
ˆ( ) ( )

( )

(1 )

t c

d
c

i c
ii

n a nW

a n
a n

u  (71)

The coordinate system is attached to the 
crystallographic axes of the growing monocrystal. 
For cubic materials, the anisotropy function that 
has been most extensively used is

4 4 4
4ˆ( ) 1 [4( ) 3]c x y za n n n nε= + + + − ,  (72)

where ε
4
 is the anisotropy strength; an equivalent 

expression holds for the kinetic anisotropy. In two 
dimensions, the interface orientation is described 
by a single angle θ, with ˆ (cos sin )n θ θ= , , and we 
have simply γ θ γ ε θ( ) [ cos( )]= +1 44 . Simulations 
of dendritic growth have been carried out using this 
form of the anisotropy, and the results are in good 
agreement with solvability theory both at high31,37 
and low undercooling.38 An example for such a 
dendrite is shown in Fig. 5. Good agreement with 
experiments has also been achieved concerning 
the anisotropic shape of the dendrite tip at low 
undercooling38,39 and the growth velocity of Nickel 
dendrites at high undercooling.40 This proves that 
a quantitative description of dendritic growth in 
a pure substance can be obtained with the help of 
the phase-field method.

3.7 Phase-fied models for binary alloys
The earliest attemps to formulate models for 
binary alloys just extended the formalism for a 
pure substance presented above42,43 by making the 
free energies of solid and liquid depend on both 
T and c. The equation of motion for the number 
density of solute atoms, ρ ρ= c , (a conserved 
quantity) is obtained by the standard variational 
procedure,

Solvability theory: The 
currently accepted theory for 
the selection of the dendrite 
operating state. The name 
comes from the fact that a 
steady-state needle crystal 
solution of the free-boundary 
problem of crystal growth can 
only exist if the surface energy 
or the interface kinetics are 
anisotropic. The condition 
for the existence of a solution 
also yields an equation that 
determines the growth velocity.
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∂ = −∇⋅ = ∇⋅






,t J M
Fρ δ

δρ

  
 (73)

where 

J  is the solute flux and M is the atomic 

(chemical) mobility.
While this model is a viable representation of 

the physical system if the thickness of the phase-
field interface has its natural (atomistic) width, 
it is difficult to use it with “upscaled” interfaces. 
The reason is that the interface properties 
intrinsically depend on the bulk thermodynamics 
in this model. This can be understood in several 
manners. As already found in Eq. (5), equilibrium 
between solid and liquid in a mixture implies that 
the function ω

v
 = f

v
 − µc

v
 takes the same values ω

eq
 

for liquid and solid. Since the composition of solid 
and liquid in an alloy differ, this implies that there 
are two extensive quantities (f and c) that vary 
across the interface, in addition to the phase field φ. 

If Gibbs dividing surfaces are constructed by the 
condition of zero interface excesses for c, φ, and f, 
the positions of the three surfaces will in general 
not coincide. The profiles of φ and c at equilibrium 
are actually related, because the condition that the 
diffusion current vanishes yields

δ
δρ

ϕ
ρ

ϕ
ρ

µF
g

f
g

fs l=
∂
∂

+ −
∂
∂

= = .( ) ( ( ))1 eq const  (74)

This equation relates c and φ, and at a 
given point x within the interface, g(φ(x))
f

s
(ρ(x)) + [1 − g(φ(x))] f

l
(ρ(x)) − µρ(x) generally 

differs from ω
eq

. According to Eq. (8), this gives a 
contribution to the interface excess free energy γ. 
This fact was detected for the first time in Ref.44

Another way to reach the same insight is to 
write down the equilibrium condition for the 
phase field across a planar interface. It reads

Figure 5: Dendrite simulated with the anisotropic Karma-Rappel model, with an anisotropy of the surface free 
energy given by Eq. (72) with ε4 = 0.00625, and isotropic (vanishing) kinetics ( ˆ( ) 0nβ = ). The dimensionless 
undercooling is ∆ = 0.1, that is, the initial and boundary values of u = −0.1. The simulation is carried out with 
the multi-scale algorithm described in Ref.41
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0 = − = ∂ − ′

+ ′ , − , .

δ
δφ

φ φ

φ

F
K H f

g f c T f c T

xx

s l

dw( )

( )[ ( ) ( )]  (75)

For a pure substance, the free energy densities 
of solid and liquid are equal; this is not the case for 
alloys. Therefore, in the interface (where ′ ≠g ( )φ 0) 
a driving force acts on the phase field that competes 
with the terms proportional to K and H to shape 
the interface profile. As a consequence, the surface 
free energy does not follow the simple scaling of 
Eq. (62), but also depends on the choice of the 
bulk free energies.

Different solutions have been developed to 
overcome this problem and to develop models 
in which the interface width can be more easily 
adjusted. The first idea was to start from a “phase-
superposition” picture that is based on the general 
principles of volume-averaged transport equations 
for multi-phase systems.45 Solid and liquid are seen 
as two independent macroscopic phases, with two 
separate composition fields c

s
 and c

l
, which overlap 

in the diffuse interface region. This additional 
degree of freedom is removed by the condition that 
the diffusion potential of the two coexisting phases 
must be identical; for a dilute alloy, this is equivalent 
to the partition relation, c

s
 = kc

l
. The equations of 

motion for the composition and the phase field are 
given in;44 the combination f − µρ appears as the 
thermodynamic driving force for the phase field.

A completely equivalent formulation of this 
model can be written, in which the connection 
to the model for a pure substance is more 
straightforward.14 It starts from the functional

Ω = + , + , − .∫V s lT g T gω ω µ φ ω µ φint ( ) ( ) ( )[ ( )]1

 (76)

Here, ω
int

 has the same form as f
int

, and ω
v
 = 

f
v
 − µρ are, as in Eq. (18), the Legendre transforms 

of the free energy densities, which means that they 
depend on the diffusion potential instead of the 
composition. The equilibrium equation that result 
from the variation of this functional is equivalent 
to Eq. (75), with the difference f

s
 − f

l
 replaced by 

ω
s
 − ω

l
. Since the latter is zero at equilibrium, the 

interface profile is determined by ω
int

 alone, and 
the scaling of Eq. (62) applies, as desired.

Following exactly the same steps as for the 
development of the temperature equation in the 
pure substance model, an equation of motion for 
the diffusion potential is found,

χ µ φ µ µ φ φ( ) ( ) ( ) ( ), , ∂ = ∇ ∇ + − ′ ∂ ,T M c c gt l s t

 
 (77)

with

χ µ φ χ µ φ χ µ φ

χ
ω
µν

ν

( ) ( ) ( ) ( )[ ( )], , = , + , −

=
∂
∂

T T g T gs l 1
2

2 (78)

being a generalized susceptibility24 that plays the 
same role as the specific heat in Eq. (54).

3.8 Antitrapping current
The model outlined above, as well as the models 
of Refs.29,44 are still not suitable for the quantitative 
modelling of solidification microstructures 
with upscaled interfaces. The reason is the 
phenomenon of solute trapping already discussed 
in the sharp-interface context, which occurs 
during the solidification of alloys at sufficiently 
high velocity. Phase-field models can describe 
solute trapping quite well46: the transition from 
growth in local equilibrium to complete solute 
trapping with increasing growth velocity is well 
reproduced when the parameter WV/D is varied. 
However, the problem for quantitative simulations 
is quite obvious: since this effect depends on the 
thickness of the interface, its magnitude is greatly 
exaggerated if the interface thickness is upscaled in 
simulations. This means that solute trapping will 
appear for solidification velocities that are much 
smaller than those for which it is really observed 
in experiments. For accurate simulations, it has 
therefore, to be eliminated from the model.

A way to accomplish this was developed in 
Ref.47 for isothermal solidification, and in Ref.18 for 
directional solidification—an antitrapping current is 
added to the model. This is an additional contribution 
to the solute current which counteracts solute 
trapping. For this purpose, it should be proportional 
to the interface thickness and to the growth velocity, 
and it should be directed from the solid to the liquid 
in order to assist solute redistribution. Concretely, 
the solute current is written as

 



J M J= − ∇ + ,µ at  (79)

with the antitrapping current

φ ρ ρ φ= − − ∂ ,


at
ˆ( )( )l s ta W nJ  (80)

where a(φ) is a dimensionless function of φ that 
depends on the details of the model, and ρ

l
 − ρ

s
 is 

the concentration jump between the phases, taken 
at equilibrium. For the models of Refs.18,47 that 
describe the solidification of dilute binary alloys, 
the function a(φ) is actually just a constant, the 
value of which has to be determined by matched 
asymptotic expansions. The details of this 
procedure can be found in Ref.18
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3.9  Application: Directional solidification 
of dilute binary alloys

For dilute binary AB alloys, f
s
 and f

l
 may be 

assumed to be of the form of a regular solution 
model, taken in its dilute limit,

f T c f T c
RT

V
c c c s lA

m
ν ν ν ν( ) ( ) ln ( ), = + + −( ), = ,ε

 (81)

where f Ts
A( )  and f Tl

A( )  are the free energy 
densities of pure A, ε

s
 and ε

l
 are constants with 

dimension energy per unit volume, R is the ideal 
gas constant, and the last term in Eq. (81) is the 
dilute limit of the entropy of mixing. A standard 
calculation of the solid-liquid equilibrium yields 
that the partition relation is satisfied for dilute 
concentrations, c

s
 = kc

l
 for c cl s, 1, with the 

partition coefficient k given by

k
V

RT
m l s

m

=
−





,exp
( )ε ε

 (82)

and that the liquidus in the phase diagram is a 
straight line of slope

m
RT k

LV
m

m

=
−

.
2 1( )

 (83)

Here, T
m
 and L are the melting temperature 

and latent heat of melting of the pure solvent 
(A atoms).

The models of Refs.18,47 can be obtained 
from these free energies following the procedure 
outlined above and by introducing the variable

U
k

=
, −
−

,
ρ φ µ ρ φ

ρ φ
( ) ( )

( ) ( )

eq

eq1
 (84)

that generalizes the variable U introduced in 
Eq. (42), where ρ φ µ ω φ µ µ( ) ( ), = −∂ , /∂ , and 
ρ φ µeq ( ),  its equilibrium value at some reference 
temperature T

eq
. After some algebra,14,18 and going 

through the same steps as listed above for the 
Karma-Rappel model, the equations take the form

τ ψ φ φ φ

λ φ

1 1 2 2 3− −
−









∂
∂

= ∇ + −

− ′ +
−





( )

( )

k
z V t

l t
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g U
z V t

l

p
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,,  (85)

1

2

1

2

1

2 2

1 1

+
−

−





∂
∂

= ∇⋅ ∇ +


+ −[ ]∂
∂

k k
h

U

t
Dq U W

k U
t

( ) ( )

( )

ψ ψ

ψ

 


∇∇

| ∇ |




+ + −[ ] ∂

∂
.

ψ
ψ

ψ 1 1
1

2
( )

( )
k U

h

t

 (86)

Here, D is the solute diffusivity in the liquid, and 
q(ψ) = (1 − ψ)/2 an interpolation between 0 in the 
solid and 1 in the liquid (one-sided model). These 
equations are valid for directional solidification 
with a constant pulling velocity V

p
, contain the 

Figure 6: Cellular solidification front simulated with the anisotropic dilute binary alloy phase-field model. 
The cross-section of the simulation domain is 240 × 240 grid points. For details, see Ref.53
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antitrapping current, and are non-variational in 
the same respect as the Karma-Rappel model: the 
function g(ψ) has been replaced by h(ψ) in the 
evolution equation for U.

The detailed asymptotic analysis presented in 
Ref.18 has demonstrated that this set of equations is 
indeed equivalent to the sharp-interface problem 
of alloy solidification given by Eqs. (43) to (45). 
The simulations presented in18,47 were the first 
examples for a successful interface upscaling in 
phase-field modelling of alloy solidification. Since 
then, this methodology has been used to explore 
dendritic and cellular solidification in alloys, 
and convincing quantitative agreement between 
simulations, theories, and experiments has 
been achieved.48–52 An example for a simulation 
of a three-dimensional cellular solidification 
front, taken from Ref.53 is shown in Fig. 6. The 
antitrapping methodology has also been extended 
to other alloy models.14,15,54,55

4 Conclusions and Perspectives
Here, the exposition was limited to two simple 
phase-field models: the symmetric model for pure-
substance solidification and the one-sided model 
for dilute binary alloy solidification. It should be 
clear that the methodologies can be applied in a 
straightforward manner to more complicated 
problems. Here, only a small choice of references 
can be given. First, binary alloys models can be 
generalized to arbitrary phase diagrams,14,44 with 
a coupling to CALPHAD databases if necessary.56 
Second, recently progress was made on a 
re-formulation of the antitrapping concept57–59 that 
opens the perspective of quantitative modelling 
of solidification with arbitrary diffusivity 
ratios.60,61 Third, multicomponent alloys can be 
treated by coupling the phase-field equation to a 
multicomponent diffusion model. An asymptotic 
analysis and an antitrapping formulation have 
been published.54 Fourth, multiple phases and/or 
grains can also be treated using the multi-phase-
field method.62–64 General models for multi-phase 
and multi-component solidification have been put 
forward,15,55 but careful benchmark simulations 
remain to be done to assess their precision. 
A model that combines the symmetric and one-
sided models for thermal and solute diffusion 
has also been developed65 and used to explore 
thermosolutal dendritic growth.66 Finally, melt 
convection can also be added.29

Beyond solidification, phase-field models can 
also be applied for the simulation of many other 
phenomena that involve the development of 
complex interfacial patterns; reviews on the use of 
such models in solid-state phase transformations67 

CALPHAD: CALPHAD 
stands for CALculation of 
PHAse Diagrams. It is a 
systematic method to obtain 
approximations for the free 
energy of alloys by fitting a 
large class of model functions 
to all available data (from 
experiments and simulations).

and two-phase flow68 are available. From its origins 
in the physical description of phase transitions, 
the phase-field method has grown today into a 
versatile and useful tool for materials scientists 
and engineers.

Received 4 July 2016.
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