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Validation of Chemical Bonding by Charge‑Density 
Descriptors: The Current Scenario

1 Introduction
X-ray diffraction (XRD) is one of the best known 
methods for precise and accurate determination 
of atomic and molecular structures of crystalline 
materials. Since the discovery of XRD by a crystal, 
its importance has been realized in all branches of 
modern science and technology. A precise knowl-
edge of atomic positions and thus of the geomet-
rical structure of the material is prerequisites to 
understand and predict the chemical and physical 
properties of any material. Ever since “forbidden” 
222 reflection was first measured in diamond 
by Bragg during the 1920s,1 the focus of crys-
tallography research has shifted to extract finer 
details of chemical bonding in a molecule. The 
introduction of atom-centered multipole models 
(MM) in the 1970s2–4 has effectively incorporated 
bonding density. MM has incorporated aspheri-
cal features of atomic density resulting from 
chemical interactions and lone pairs through a 
precise measurement of electron density (ED) 
through high-resolution X-ray diffraction data. 
Furthermore, topological properties of ED can 
be extracted from multipolar density using Bad-
er’s Quantum Theory of Atoms in Molecules 
(QTAIM).5 It allows the quantitative evaluation 
of bonding features and, thus, its correlation 
with chemical reactivity of the molecule. Over 
the last decade, the field of charge-density (CD) 
analysis has grown rapidly due to significant 
advances in hardware and detector technologies 
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Abstract | Electron‑density distribution influences the chemical and 
physical properties of a material. Modern experimental and theoretical 
charge‑density methods have become reliable in determining the nature 
of chemical bonding. Latest developments in the field of X‑ray sources, 
detector technologies, and new analytical descriptors have helped it 
evolve over the years as a dynamic area of advanced crystallography. 
This review provides a short introduction to charge‑density methods and 
highlights recent experimental results to understand the chemical con‑
cepts and material properties better. Potential applications of charge‑
density analysis and possible directions are discussed.
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in combination with the availability of brighter 
X-ray sources, such as microfocus X-ray tubes for 
laboratory X-ray diffractometers and synchrotron 
radiations.6, 7 The rapid increase in computing 
power has also played an important role in the 
success of new technologies, especially related to 
quick acquisition and processing of huge quan-
tity of measured data. These developments have 
helped CD analysis to become a reliable experi-
mental method for crystalline compounds. It was 
successfully applied to many complex systems, 
for example, inorganic extended structures,8 bio-
logical systems,9 and even to powder X-ray dif-
fraction (PXRD) data7 to expand its potential 
application to a wider range.

X-ray data requirements for CD modeling 
are quite different from routine crystal  structure 
determination, the primary requirement being 
the availability of high-quality single crystals 
without any twinning and disorder. In  addition, 
CD analysis demands high-resolution X-ray 
data, normally up to (sinθ/λ)max >1.1 Å−1, meas-
ured with high accuracy and precision for better 
deconvolution of thermal motion and bonding 
features. Both accuracy and precision in data 
measurement are essential as the valence elec-
trons contribute to a small portion of inten-
sity compared to the total number of electrons. 
They provide all the chemically most important 
information. Indeed, recent advanced detec-
tors for X-rays, such as charge-coupled device 
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(CCD), complementary metal-oxide semicon-
ductor (CMOS), imaging plate (IP) and new-
generation hybrid pixel detectors (XPAD, Pilatus 
and Medipix) and realization of intense mono-
chromatic X-ray sources via rotating anodes, and 
microfocus tubes with multilayer mirror optics 
provide good-quality X-ray data with high signal-
to-noise ratio. In addition, it is often necessary to 
cool the crystal using either nitrogen or helium 
cryogenics to obtain enough intensity at higher 
angles and to minimize thermal diffuse scatter-
ing (TDS). In this context, synchrotron radiation 
has become an ideal probe for CD experiments7 
and it offers many advantages over a laboratory 
X-ray diffractometer, namely, tunable photon 
energy, higher intensity, and shorter data-acquisi-
tion time. Higher intensity allows use of smaller 
crystals for data collection, thus minimizing 
crystal absorption and extinction problems. Fur-
thermore, a reliable synchrotron data and con-
siderable improvements in the data-treatment 
software for synchrotron data have enabled CD 
method applicable to more complex and chal-
lenging systems.

Numerous reviews7, 10–15 highlight the impor-
tance of CD analysis in the understanding of 
bonding interactions in a variety of chemical and 
biological systems. It is beneficial to refer some 
important textbooks on the topic for a detailed 
description of the methodology16 and related the-
oretical background.5, 17 Recent developments in 
the area of CD and its applications are included 
in new textbooks, namely, Modern charge density 
analysis,18 edited by C. Gatti and P. Macchi and 
Electron density and chemical bonding I and II,19 
edited by D. Stalke. In the present review, the cur-
rent scenario in the field of CD analysis to study 
organic compounds, metal–organic compounds, 
extended inorganic compounds, CD studies using 
synchrotron powder X-ray diffraction (SPXRD), 
and CD analysis under external perturbations 
have been critically examined based on contem-
porary experimental results published since 2012.

2  Historical Perspective 
and Charge‑Density Models

The impact of X-rays on the development of 
crystallography was not imagined when W. C. 
Röntgen discovered them in 1895. The first XRD 
experiment was performed in 1912 by M. von 
Laue in Munich by exposing several crystals (cop-
per sulfate pentahydrate and zinc sulphide, in 
particular) to X-rays.20 He used a piece of pho-
tographic film to record the diffraction X-ray 
pattern. A simplified explanation for Laue’s 

experiment was formulated by W. L. Bragg and W. 
H. Bragg by considering the interaction between 
X-rays and an electron cloud of atoms, which 
later came to be known as the Bragg’s law. Indeed, 
they solved the crystal structure of several inor-
ganic crystals, e.g., NaCl, ZnS,  FeS2, and diamond. 
However, the main obstacle in solving the crystal 
structure of organic compounds was unknown 
phasing information from scattered X-rays dur-
ing diffraction experiments. Subsequent devel-
opments, such as the Patterson function21 by L. 
Patterson in 1930s, the direct method22 by J. Karle 
and H. Hauptman in the 1950s using the Sayre 
Equations,23 came handy in the determination of 
small-molecule structures.

In the XRD experiment, the ED in the unit 
cell is obtained through an inverse Fourier series 
summation over measured all Bragg structure 
factors (Fhkl):

where x, y, and z are fractional coordinates of 
atoms, such that r = xa + yb + zc. V, and hkl are 
the unit cell volume and Miller indices, respec-
tively. Once the physical model for the crystal 
structure of a material is determined from X-ray 
data, both the atomic position and thermal 
parameter of the atom allow refinement through 
least-squares procedure to create an agreement 
between observed and calculated structure fac-
tors. An obvious way to expedite the model-
building process would be to exploit the power 
of the computer. Several structure solution and 
refinement programs have been developed to 
accurately determine the crystal structure. In this 
context, the independent atom model (IAM) has 
very successfully determined the crystal structure 
of a crystalline material accurately. It works on 
the assumption that atomic electron density is 
well described by the spherically averaged density 
of the isolated atom. Hence, the ED in the mol-
ecule is described as a superposition of isolated 
spherical densities ρ0 of isolated atoms k centered 
at Rk. The atomic density of the molecule in the 
IAM is expressed as

The success of IAM has been confirmed by 
a large number of crystal structure determina-
tions, which are now readily available in the Cam-
bridge Structure Database (CSD) and Inorganic 
Crystal Structure Database (ICSD). The aspheri-
cal features of ED in the bonding region are 

(1)ρ(r) =
1

V

∑

h,k ,l

Fhkle
−2π i(hx+ky+lz)

(2)
ρIAM(r) =

∑

k

ρ0
k (r − Rk).

Synchrotron: is an extremely 
powerful source of X-rays 
where accelerated electrons 
emit energy at the X-ray 
wavelength while changing 
the direction in the circular 
path.

Thermal diffuse scattering: is 
inelastic scattering where the 
incident X-rays on the speci-
men excite thermal vibrations 
(lattice vibrations) of atoms 
in the specimen and scattered 
in a diffuse manner.



283

Validation of Chemical Bonding by Charge‑Density Descriptors: The Current Scenario

1 3J. Indian Inst. Sci. | VOL 97:2 | 281–298 June 2017 | journal.iisc.ernet.in

completely neglected in the IAM. Hence, quanti-
tative description of chemical bonding is limited 
to determining the bond lengths and bond angles. 
To overcome deficiencies of IAM, the first attempt 
was to project the ED,ρ(r) into atomic-like terms 
by combining radial coefficients and harmonic 
functions.24 Aspherical modeling of ED was sys-
tematically developed with a significant improve-
ment in theory to include chemical-bonding 
features. In the early 70s, many atom-centered 
deformation models were proposed for the deter-
mination of electron density distribution (EDD) 
from the XRD data (see below).

In 1967, Dawson24 proposed an atom-
centered deformation model based on radial 
functions combined with appropriate Kubic 
harmonics, which was later extended by Kurki-
Suonio25 with more flexible radial functions. Hir-
shfeld26 had suggested a deformation model using 
angular functions of  cosn type, which are linear 
combinations of spherical harmonics to express 
the deformed ED. The deformation function on 
each atomic center in the Hirshfeld’s model is 
expressed as

where Pi,n is an adjustable population param-
eter, ri is the distance from atomic center i, αi is a 
parameter that governs the radial breadth of the 
deformation function on each type of atom, Nm is 
a normalization factor, and θ is the angle between 
a radius vector r and a specific polar axis k.

In 1976, Stewart2 suggested the ED model, 
where the pseudo-atom density is expressed as a 
spherical core density together with a multipolar 
valence density as given by

where Rl(r) is the radial part of density and 
expressed in terms of Slater-type functions as

where N is the normalization constant, and ζ 
is the energy-optimized single Slater exponent 
for the electron sub-shells of isolated atoms. 
The angular part of the density is represented 
by spherical harmonic functions, Yl,m±(θ ,φ) in 
Eq. (4). Multipole projection of aspherical den-
sity, as described by Stewart, was incorporated in 
the Hansen and Coppens (HC) model develop-
ment with modifications.

In another approach, Coppens et al.27 pro-
posed a simple modification to IAM by including 
valence charge transfer between bonding atoms 

(3)
ρi,n =

∑

i,n

Pi,nNmr
n exp (−αiri)cos

nθk

(4)
ρi(r) = ρcore +

∑

l,m

Pl,mRl(r)Yl,m±(θ ,φ)

(5)Rl(r) = Nr
nexp(−ζ r)

through either expansion or contraction of the 
valence shell. This model is well known in the CD 
community as kappa formalism or radial refine-
ment. In this model, the scattering contribution 
of valence electrons is separated from that of 
inner shells to consider the adjustment of popu-
lation and radial dependence of the valence shell. 
The basic assumption of this model is that the 
electrons of core shells are unperturbed and the 
atomic density is expressed as

where Pv is the valence shell population param-
eter and κ represents the radial parameter which 
allows contraction or expansion of the valence 
shell. The parameter κ scales with the radial 
coordinate r. If κ > 1, then the same density is 
obtained at a smaller r value, and consequently, 
the valence shell is contracted. On the other hand, 
the valence shell expands for κ < 1. This model 
allows calculating the magnitude and direction 
of dipole moments and net atomic charges. The 
results obtained from kappa formalism are in 
good agreement with the experimental and theo-
retically calculated values.27 However, this model 
had failed to describe the aspherical distribution 
of ED between the atoms. The complete descrip-
tion of the ED of atoms in the molecule involves 
accounting for both spherical contraction/expan-
sion of valence shell and aspherical features of 
bonding density based on the nature of hybridi-
zation of the participating atoms.

In 1978, Hansen and Coppens4 suggested 
the formalism of MM by combining the kappa 
model features with spherical harmonic angu-
lar functions and Slater-type radial functions for 
aspherical density. The atomic density in the HC 
multipole formalism4 is defined as

where ρc and ρv represent the Hartree–Fock 
spherical core and valence electron densi-
ties, respectively, Pc and Pv are the core and 
valence shell populations, respectively, and Pv 
gives an estimation of the net atomic charge by 
q = Nv − Pv, where Nv is the number of valence 
electrons in a free neutral atom. The terms, Ylm±, 
Plm±, and Rl, represent real spherical harmonic 
functions of order l and m corresponding to 
the orientation of l, the multipolar population 
parameters, and the Slater-type radial function, 
respectively. The coefficients κ and κ′ describe the 

(6)ρatom(r) = ρc(r)+ P3
vρv(κr)

(7)

ρatom(r) = Pcρc(r)+ Pνκ
3ρv(κr)

+

lmax
∑

l=0

κ
′3
Rl

(

κ
′

r

)

l
∑

m=0

Plm±Ylm±(θ ,φ)
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contraction–expansion of spherical and multipo-
lar valence densities, respectively. The radial 
function of deformation density in the form of 
normalized Slater functions is given as

where coefficients nl ≥ 1 to satisfy Poisson’s elec-
trostatic equation as pointed out by Stewart28 and 
ζ represents the energy-optimized single Slater 
exponent for the electron sub-shells of isolated 
atoms.

Multipole modeling of high-resolution X-ray 
data will efficiently deconvolute the thermal 
motion and the ED. The quality and correctness 
of MM are examined by the Hirshfeld rigid-body 
test,29 residual density or probability density 
function (pdf),30 and fractal dimension distribu-
tion of residual density.31 Once a reliable MM is 
obtained, the bonding features are directly ana-
lyzed through static deformation density map, 
which shows the density deformation with 
respect to promolecular density. The static defor-
mation density is described as

where ρMM and ρIAM are, respectively, the ther-
mally averaged density obtained from MM and 
spherically averaged density from promolecule.

Another important issue in MM is the treat-
ment of H-atoms during multipole refinement 
as they are crucial for a correct estimation of 
HB strengths. Obtaining the correct position 
and accurate description of atomic displacement 
parameters (ADPs) for the H-atom from X-ray 
diffraction data is always problematic, but they 
are necessary for an unbiased MM and error-free 
ED properties involving H-atoms. Especially, the 
strength of HBs and their relation with chemical 
reactivity of the molecule depend on the accurate 
description of H-atoms. In this context, com-
bined X-ray and neutron-diffraction measure-
ments, and subsequent MM are the most accurate 
but often are beset with difficulties due to inad-
equate experimental facilities, long data-acquisi-
tion times, and large crystal size requirement. In 
such cases, the SHADE2 web server32 and Hirsh-
feld atom refinement (HAR)33 provide ADPs of 
H-atoms for multipolar modeling of X-ray data. 
Another method, the X-ray-constrained wave-
function (XCW),34 has become a promising alter-
native to MM refinement for CD analysis using 
both theoretical calculation and experimental 
data. In XCW, theoretically obtained wavefunc-
tion is allowed to deform during the refinement 
process, so that the calculated X-ray structure 

(8)Rl(r) = κ
′3 ζ nl+3

(nl + 2)!

(

κ
′

r

)n(l)
exp(−κ

′

ζlr)

Residual density: is the dif-
ference between the observed 
and the modeled ED.

(9)�ρstatic(r) = ρMM − ρIAM

factors best match the experimental ones. The 
‘experimental wavefunction’ obtained is thus 
used for the estimation of physical properties of 
the material. In many CD studies, the ED results 
are comparable to MM using the XCW.35

Multipolar expansion of the ED using HC for-
malism is the most applicable and accurate. After-
wards, a large number of least-squares refinement 
software packages have been developed by several 
groups to model X-ray data based on the HC 
model, for example, MoPro36 and XD.37 Now, the 
analysis of EDD from experimental X-ray data 
has become very popular and has reached a stage 
of complete maturity with a wide range of appli-
cations in the fields of physics, chemistry, materi-
als science and biology.

3  Topology of Electron Density 
and Bonding Descriptors

Static deformation density obtained from 
multipolar modeling does not include any ther-
mal smearing effects, so it can be used to check 
chemical concepts, such as bonding density and 
lone-pair regions. Furthermore, static deforma-
tion density maps help judge the correct decon-
volution of the experimental model by 
comparing multipole density with the theoreti-
cally derived density from the wavefunction. 
However, the ED alone does not explain the 
nature of chemical bonding in molecules, espe-
cially the mechanism of electron sharing between 
atoms. Thus, experimental ED has to be sub-
jected to Bader’s QTAIM5 analysis to extract 
bonding information from MM density. Essen-
tially, it provides a quantitative link between total 
ED and the bonding features of the molecule, 
bypassing the wavefunction in the analysis. 
According to a unique partitioning scheme of the 
QTAIM, the total density of the molecule is 
divided into open subsystems referred to as 
atomic basins, a physically meaningful separa-
tion of the molecule into its atoms. It allows 
determining many properties from individual 
basins, e.g., net atomic charges, atomic volumes, 
and electrostatic moments. In addition, this 
includes the analysis of ED at critical points 
(CPs) ρ(rcp), where the gradient of the ED van-
ishes, (∇ρ(rcp) = 0). The CP corresponds to the 
local minima, local maxima, and saddle points of 
the EDD. The second derivative of the ED given 
by the Hessian matrix is known as the Laplacian,
∇2ρ(rcp) = (λ1 + λ2 + λ3), where λi defines the 
eigenvalues of the Hessian matrix. The rank and 
signature of the Hessian matrix classify the CPs 
into nuclear critical points (NCP), bond critical 

Bond path: is a line of 
maximal ED connecting two 
atomic domains via a BCP.

Atomic basin: is defined as a 
region of space in which all 
the electrons are bound to the 
nucleus.
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factors best match the experimental ones. The 
‘experimental wavefunction’ obtained is thus 
used for the estimation of physical properties of 
the material. In many CD studies, the ED results 
are comparable to MM using the XCW.35

Multipolar expansion of the ED using HC for-
malism is the most applicable and accurate. After-
wards, a large number of least-squares refinement 
software packages have been developed by several 
groups to model X-ray data based on the HC 
model, for example, MoPro36 and XD.37 Now, the 
analysis of EDD from experimental X-ray data 
has become very popular and has reached a stage 
of complete maturity with a wide range of appli-
cations in the fields of physics, chemistry, materi-
als science and biology.

3  Topology of Electron Density 
and Bonding Descriptors

Static deformation density obtained from 
multipolar modeling does not include any ther-
mal smearing effects, so it can be used to check 
chemical concepts, such as bonding density and 
lone-pair regions. Furthermore, static deforma-
tion density maps help judge the correct decon-
volution of the experimental model by 
comparing multipole density with the theoreti-
cally derived density from the wavefunction. 
However, the ED alone does not explain the 
nature of chemical bonding in molecules, espe-
cially the mechanism of electron sharing between 
atoms. Thus, experimental ED has to be sub-
jected to Bader’s QTAIM5 analysis to extract 
bonding information from MM density. Essen-
tially, it provides a quantitative link between total 
ED and the bonding features of the molecule, 
bypassing the wavefunction in the analysis. 
According to a unique partitioning scheme of the 
QTAIM, the total density of the molecule is 
divided into open subsystems referred to as 
atomic basins, a physically meaningful separa-
tion of the molecule into its atoms. It allows 
determining many properties from individual 
basins, e.g., net atomic charges, atomic volumes, 
and electrostatic moments. In addition, this 
includes the analysis of ED at critical points 
(CPs) ρ(rcp), where the gradient of the ED van-
ishes, (∇ρ(rcp) = 0). The CP corresponds to the 
local minima, local maxima, and saddle points of 
the EDD. The second derivative of the ED given 
by the Hessian matrix is known as the Laplacian,
∇2ρ(rcp) = (λ1 + λ2 + λ3), where λi defines the 
eigenvalues of the Hessian matrix. The rank and 
signature of the Hessian matrix classify the CPs 
into nuclear critical points (NCP), bond critical 

Bond path: is a line of 
maximal ED connecting two 
atomic domains via a BCP.

Atomic basin: is defined as a 
region of space in which all 
the electrons are bound to the 
nucleus.

points (BCP), ring critical points (RCP), and 
cage critical points (CCP) with (3, −3), (3, −1), 
(3, +1), and (3, +3) labels, respectively. The 
Laplacian also recovers the shell structure of the 
atom to reveal a local accumulation/depletion of 
the ED. If the ED is locally concentrated, then 
∇2ρ(rcp) < 0 and ∇2ρ(rcp) > 0 for locally depleted 
ED at a given point in space. In the case of shared 
interactions, the value of ρ(rcp) is relatively high 
and ∇2ρ(rcp) < 0, whereas for closed shell inter-
actions, the value of ρ(rcp) is small and 
∇2ρ(rcp) > 0. The line of the highest ED between 
two atoms is defined as the ‘bond path’ and it can 
deviate from linearity based on the distribution 
of ED. Indeed, the bond path, the electron den-
sity, and Laplacian values at CPs together repre-
sent the topology of the EDD of the bond in a 
given molecule. Hence, QTAIM provides a meth-
odology for the quantitative understanding of 
chemical bonding between two interacting atoms 
in a molecule that gained a lot of importance in 
the evaluation of nature of interactions between 
two atoms.

In recent years, many additional descriptors 
for chemical bonding have been developed for 
a better understanding of the bonding mecha-
nism. For example, electron localization func-
tion (ELF),38 Source Function (SF) analysis,39 
electron localization and delocalization indices,40, 
41non-covalent interactions (NCI) descriptor,42 
distributed atomic polarizability,43 and nucleus-
independent chemical shifts (NICS)44 are widely 
used to unravel sensitive aspects of bonding, such 
as covalency, iconicity, aromaticity, conjugation, 
hydrogen bonds (HBs), and van der Waals inter-
actions of molecules.

ELF was originally formulated by Becke and 
Edgecombe38 to measure electron localization. It 
has been extensively used for evaluating the con-
cept of electron-pair localization in numerous 
molecules and solids. It lies on the conditional 
same-spin pair probability [Dσ (r)] scaled by 
homogeneous electron gas kinetic energy density 
[D0

σ (r)] and is defined as

and

has helped in understanding the concept of elec-
tron-pair localization in numerous molecules 
and solids, where ρσ (r) is the σ-spin density and 
τσ (r) is the spin contribution to positive definite 

(10)ELF = η(r) =
1

1+ xσ (r)2

(11)χσ (r) =
Dσ (r)

D0
σ (r)

=
τσ (r)−

1
4
|∇ρσ (r)|

2

ρσ (r)

3
5 (6π

2)2/3ρ
5/3
σ (r)

kinetic energy density. ELF ranges from 0 to 1, 
where 1 indicates a high probability of finding 
electron localization.

According to SF analysis,39 the ED, ρ(r), at any 
given point r within a molecule is determined by 
contributions from a local source LS(r,r′) operat-
ing at all other points r′ and is given by

Hence, the ED at r is related to local behavior 
in terms of the Laplacian weighted by the influ-
ence function, 4π

∣

∣

∣
r − r

′
∣

∣

∣

−1
. It quantifies the 

influence of all other parts of a system to the local 
property or chemical behavior of the system.

Intermolecular interactions in molecular 
crystals can be quantitatively evaluated by the 
analysis of atomic polarizabilities, in particular, 
their deformation in the crystal. For this purpose, 
Krawczuk et al.45 developed the program PolaBer 
to estimate distributed atomic polarizabilities 
using a partitioning of ED through QTAIM. The 
molecular polarizability tensor can be decom-
posed into atomic polarizability tensors and they 
are computed by numerical derivatives of atomic 
dipole moments with respect to external electric 
field. The atomic polarizability is given by

where µ
Ej
i (Ω) is the atomic dipolar component 

of the atomic basin Ω along the i direction with 
a given electric field (0 or ε) in the j direction. 
Atomic polarizabilities in a molecule are visu-
alized as ellipsoids, whose size is proportional 
to total atomic polarizability and the ellipsoid 
axes represent the anisotropy of polarizability 
due to perturbations, such as intermolecular 
interactions.

Similarly, one more versatile tool, the NCI 
descriptor based on reduced electron density gra-
dient (RDG), was introduced by Johnson et al.42 
for visualizing regions of space involved in either 
attractive or repulsive interactions. The RDG 
[s(r)] is a dimensionless quantity and expressed as

The NCIs are characterized by low ED and 
RDG values. The mapping of the quantity, 
signλ2ρ(r), on RDG isosurfaces can distinguish 

(12)ρ(r) =

∫

LS
(

r, r′
)

dr′

(13)where, LS
(

r, r′
)

=
−∇2ρ(r)

4π
∣

∣r − r
′
∣

∣

.

(14)αij(Ω) =
µ
Ej
i (Ω)− µ0

i (Ω)

Ej

(15)s(r) =
|∇ρ(r)|

2(3π)1/3ρ(r)4/3
.
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stabilizing [signλ2ρ(r) < 0] and destabilizing 
[signλ2ρ(r) > 0] interactions in the crystal, where 
λ2 is the second largest eigenvalue of the Hessian 
matrix. This method was later extended to exper-
imental ED by Saleh et al.46 by developing the 
NCImilano program. It is now further extended 
to obtain a relationship between stabilization 
energy and kinetic energy density integrated over 
volume bounded by RDG isosurfaces.47

4  Applications
4.1  Organic Compounds and Proteins
The ability of the CD method to evaluate the 
nature of intra- and intermolecular interactions 
and the chemical reactivity in organic com-
pounds has made it one of the best quantitative 
methods available in chemistry. Nowadays, exper-
imental determination of the ED in organic crys-
tals is well-established and high-quality accurate 
CD results are normally obtained if good-quality 
single crystals are accessible. The main advantage 
of organic compounds is that valence electrons 
constitute a significant portion of the scattering 
intensity compared to that of core electrons and 
they carry all relevant chemical-bonding infor-
mation. In addition, extinction and absorption 
effects are either small or insignificant for organic 
crystals. Hence, a conventional laboratory diffrac-
tometer can provide high-quality X-ray data 
required for CD modeling. An easy access to 
high-resolution X-ray data on organic crystals 
has spurred a large number of CD studies on 
organic compounds.18 Many such studies have 
focused on the quantitative evaluation of weak 
interactions, stability and reactivity of different 
polymorphic modifications, analysis of chemical 
reaction pathways, and binding of drug molecules 
to an active site of proteins.18 In the study of 
intermolecular interactions, Koch and Popelier48 
proposed eight necessary criteria based on 
QTAIM to identify a ‘true’ HB from that of a van 
der Waals interaction. These criteria are widely 
used in many organic compounds and succeeded 
in evaluating the nature of HBs. Likewise, the 
concept of Source Function (SF) introduced by 
Bader and Gatti39 has provided more detailed 
inputs on the nature of HBs based on values of 
atomic SF contributions to ED at the BCP of 
HBs.49 In recent times, CD analysis of HBs has 
become a reliable method and experimental 
results are often very consistent with well-estab-
lished theoretical calculations. In the experimen-
tal CD model, even small values of ED 
(~0.01 eÅ−3) at the BCP of intermolecular inter-
actions are reproduced with high accuracy when 

The σ-hole: is referred to the 
electron-deficient outer lobe 
of a half-filled p (or nearly p) 
orbital involved in forming a 
covalent bond.

compared with theoretically obtained values.50 In 
the study of halogen bonding, the anisotropic dis-
tribution of ED around the halogen atom (σ-hole 
formation) in molecular compounds has been 
experimentally validated in many CD studies.51–53 
Deformation density and Laplacian maps, indi-
vidual components of total interaction energy, 
have shown the dominant electrostatic nature of 
these interactions. However, interactions involv-
ing ‘organic fluorine’ are under debate on their 
stabilizing role in crystal packing.54 Recently, type 
II C–F···F–C and C–F···S–C interactions involv-
ing fluorine atom in pentafluorophenyl 2,2′-bith-
iazole have been established as a realistic ‘σ-hole’ 
interaction.55 Both experimental and theoretical 
CD analyses56, 57 demonstrate ‘σ-hole’ formation 
on fluorine atom in different chemical environ-
ments. A new bonding, known as ‘carbon bond-
ing’,58 has been proposed in methanol–water 
complex by theoretical calculations, where the 
carbon atom acts as an electrophilic site which 
can non-covalently bond with a nucleophilic 
atom. It is confirmed by experimental ED study 
in dimethylammonium 4-hydroxybenzoate,59 
where static deformation density and electrostatic 
potential maps show the ‘σ-hole’ formation on 
the carbon atom of –CH3 moiety. In recent years, 
the concept of ‘σ-hole’ is extended to chalcogen 
bonding60 and pnicogen bonding61 in organic 
compounds. In an interesting CD study of Fmoc-
Leu-ψ[CH2NCS],62 both ‘σ-holes’ and ‘π-holes’ 
have been simultaneously observed on the S atom 
and the C = N bond, respectively. For the first 
time, experimental evidence has been obtained by 
the CD analysis for simultaneous formation of 
‘σ-holes’ and ‘π-holes’ in the molecule and they 
result in weak but highly directional and stabiliz-
ing N=C=S···N=C=S interactions in the crystal 
structure.

The organic semiconductor rubrene63 and 
its oxidized form, rubreneendoperoxide,64 were 
studied to correlate the ED and derived topo-
logical properties with their physical proper-
ties. The presence of electronic delocalization of 
π-density on the conjugated teracene backbone of 
the rubrene molecule and of π···π stacking inter-
actions of distance 3.706(1) Å in solid state was 
experimentally confirmed by the CD study. These 
two factors are responsible for the observed high 
mobility of charges in rubrene. Furthermore, 
rubreneendoperoxide exhibits an ‘O–O’ charge-
shift bonding (CSB) in the molecule, which 
is actively investigated in chemistry as a third 
chemical-bonding scenario in addition to known, 
classical covalent and ionic bonding. A fluctuat-
ing electron-pair density between two bonded 
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atoms plays an important role in determining 
the CSB. It is characterized by large covalent-
ionic resonance interaction energy and depleted 
charge densities between bonded atoms as seen in 
F–F bonding. This has been further supported by 
electron localizability indicator (ELI-D), where 
it shows the loss of electronic localization in the 
O–O interatomic region by the lack of a signifi-
cant bonding basin (Fig. 1).

The CD studies are also useful to shed light 
on the electronic differences between different 
polymorphic forms as well as their stability and 
reactivity in the solid state. The diuretic drug, 
acetazolamide, is evaluated to explore the unu-
sual phenomenon of formation of a kinetic form 
over a thermodynamic form upon slow cooling 
of boiling aqueous solution.65 The study estab-
lishes the change in hybridization on the N atom 
of the sulphonamide group, which is responsible 
for polymorphic modifications and this is known 
as “hybridization induced polymorphism”. How-
ever, special care is required while interpreting 
the lattice energy results on different polymorphs 
based on MM density. In the study of poly-
morphic forms of sulfathiazole,66 a model bias 
towards the estimation of lattice energy has been 
demonstrated, which might affect the ranking of 
polymorphic stability. It has been shown that the 
MM, particularly the treatment of the H-atom 
thermal motion, influences the lattice energy 
values obtained from experimental multipoles. 
Similarly, Spackman67 in his study of atom···atom 
interactions highlighted an unreliable estimation 
of intermolecular interaction energies in molec-
ular crystals by the Espinosa–Molins–Lecomte 
(EML) relationship.68 EML energies of BCP 
properties, based on 166 atom–atom interactions 
in organic molecular crystals, significantly devi-
ate from the benchmark values obtained from 

DFT calculations as well as energies estimated by 
the program CrystalExplorer.69 In many cases, the 
EML energy provides wrong input on the ener-
getic importance of specific interactions in crystal 
packing and their subsequent ranking in crystal 
structure.

Recent improvements to the HAR33 method 
in the estimation of the H-atom position and its 
ADPs using routine X-ray data are promising. Its 
applicability has been successfully demonstrated 
even for strong O–H···O HBs (O···O distance is 
about 2.41 Å) in the l-phenylalaninium hydrogen 
maleate salt.70 The X–H distances obtained and 
ADPs of individual atoms from the HAR method 
agree well with the values of neutron diffraction 
and the MM. HAR is further tested for a large 
number of X–H distances in different chemi-
cal environments of organic molecules and for 
H-atoms bonded to heavy transition metals in 
inorganic systems.71

The latest developments in synchrotron 
sources and data-analysis procedures have helped 
to determine high-quality crystal structures of 
proteins at subatomic resolution (~0.5 Å).72 In 
many biological systems, even now, high-level 
computational calculations fail to provide fine 
structures of proteins due to the presence of 
large number of residues and bound water mol-
ecules. Hence, high-resolution data enable deter-
mine the fine structures of proteins, including 
H-atom positions, valence ED distribution, and 
orientation of bound water molecules. Recently, 
interesting CD studies have been reported on 
high-potential iron–sulfur protein (HiPIP) 
from the thermophilic purple bacterium T. tepi-
dum72 and cholesterol oxidase (ChOx).73 The 
CD results provide the topological properties, 
atomic charges, and electrostatic properties of the 
active site to understand the relationship between 

Figure 1: ELI‑D isosurfaces depicting the O–O CSB bond with iso‑values of (a) 1.35 and (b) 1.8. The 
O–O bond is represented by the top horizontal line. Reproduced with permission from64 Copyright 2016: 
American Chemical Society.
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structure and function of these proteins. Please 
refer to the dedicated review in this issue for an 
elaborate discussion on the CD methods related 
to biomolecules.

4.2  Metal–Organic and Inorganic 
Compounds

Another interesting class of compounds for 
the CD study is metal–organic compounds. A 
better understanding of the nature of metal–
ligand interactions and metal–metal (M–M) 
bonding is essential for the analysis of their 
chemical, physical, and physiological prop-
erties. Recently, efforts were made to cor-
relate the ED with magnetic properties of a 
material in molecular complexes. Overgaard 
et al.74 reported the EDD in two analogous water-
bridged dimetallic transition metal complexes, 
 [M2(μ-OH2)-(tBuCOO)4(tBuCOOH)2(C5H5N)2] 
(where M=Co and Ni) to derive a relationship 
between the ED and observed magnetic proper-
ties of the bulk sample. The absence of M–M 
BCP in both compounds confirms the absence of 
direct M–M interactions and this agrees well with 
magnetic and spectroscopic measurements. In 
another study, the relationship between the EDD 
and magnetic coupling constant has been derived 
for two metal–organic polymeric magnets, 
Cu(pyz)(NO3)2 and [Cu(pyz)2(NO3)]NO3·H2O 
(where pyz is pyrazine) by high-resolution XRD 
and the DFT calculations.75 In this study, experi-
mentally observed antiferromagnetic coupling 
constant is characterized by the inter-chain Cu–
Cu superexchange interactions mediated by pyra-
zine-bridging ligands through an σ-exchange. 
The strength of the magnetic interactions does 
not depend on a tilt angle of the pyrazine ring 
with the plane defined by the dx2−y2 magnetic 
orbital. In another interesting study, two types 
of Co atoms [low-spin Co(III) and high-spin 
Co(II)] in a mixed-valence tri-cobalt com-
pound,  Co3(μ-admtrz)4(μ-OH)2(CN)6·2H2O76 
(admtrz = 3,5-dimethyl-4-amino-1,2,4-tria-
zole) have been identified by respective d-orbital 
populations and integrated atomic charges. To 
obtain a precise description of the spin-depend-
ent ED in magnetic compounds, a new software 
program MOLLYNX77 was developed for the 
combined refinement of charge and spin densi-
ties. This unified model combines experimental 
high-resolution XRD and polarized neutron-dif-
fraction (PND) data to provide charge and spin 
distribution of the material, respectively. A com-
bined refinement was initially tested with a pro-
totype bimetallic chain compound, MnCu(pba)

(H2O)3·2H2O [where pba is 1,3-propylene 
bis(oxamato)], using independent as well as com-
bined analyses of charge and spin densities.77 
Excellent agreement exists between individual 
and joint refinements for static deformation 
density maps, and spin-density maps, includ-
ing spin populations of atoms. Likewise, experi-
mental determination of spin-resolved electron 
density distribution was made for the molecular 
complex,  Cu2L2(N3)2 [where L is 1,1,1-trifluoro-
7-((dimethylamino)-4-methyl-5-aza-3-hepten-2-
onato)].78 This study has provided experimental 
evidence for different contractions of spin-up and 
spin-down radial distributions for Cu atoms in 
the compound as theoretical calculation suggest.

In recent years, experimental and theoretical 
CD studies conducted on Ga-containing molec-
ular compounds gave a reasonable ED model 
after using different radial scaling parameters 
for core electrons to describe the core density of 
Ga.79, 80 The Laplacian distribution of the valence 
electrons and the ELI-D clearly demonstrates a 
charge localization region that points primar-
ily away from the heterocycle in [:Ga((C6H5N)2

CN(CH3)2)] and  [I2Ga((C6H5N)2CN(CH3)2)].79 
In addition, CD studies80 confirm the ambi-
philic reactivity of the Ga atom and its oxida-
tion state of +1 in the compound [GaN(C6H2[
CHPh2]2(CH3)-2,6,4)(Si(CH3)3)]. Furthermore, 
ligand-induced charge concentrations (LICC) on 
the Ga atom suggest that the Ga–N bond in the 
compound could be characterized as an unusual 
metal–ligand dative bond with the roles of the 
metal and the ligand interchanged with respect to 
a “standard” metal–ligand interaction.

The M···H–C interactions in metal–organic 
complexes are an interesting area for the CD 
study to classify them as agostic, anagostic, 
and preagostic interactions and HBs due to 
their importance in many chemical reactions. 
Recently, the M–Si, M–H, and Si–H interactions 
were studied using CD analysis in the transi-
tion metal silane complexes,  Cp2Ti(P(CH3)3)
(SiH2Ph2) and  Cp2Ti(P(CH3)3)(SiHCl3).81 The 
study aims to correlate the ED results with the 
metal-catalyzed Si–H bond activation process 
and the strength of the M–Si bond based on the 
extent of M → σ*(X–Si–H) π back donation. 
Indeed, non-vanishing Si–H interactions are 
clearly mirrored in charge-density studies to sup-
port the observation. Similarly, the square-pla-
nar  d8-ML4 complexes,  Mo[Et2B(pz)2](η3-allyl)
(CO)2 and  Ni[Et2B(pz)2]2 (where pz = pyrazolyl; 
allyl = H2CCHCH2) display M–H interactions 
and they were analyzed by combined experimen-
tal and theoretical CD studies to classify them as 
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either agostic or anagostic interactions.82 Sub-
tle but noticeable local Lewis acidic sites in axial 
direction in the Laplacian maps on the metal 
atom indicate a weak agostic nature for the M–H 
interaction. The results also demonstrate that the 
nature of weak agostic interactions is not cor-
rectly displayed in the 1H NMR chemical shifts.

Low-valent silicon complexes are one of 
the most fascinating compounds to explore the 
nature of bonding using the CD model. Mole-
cules containing a low-valent silicon atom in oxi-
dation state zero with two lone pairs are known 
as silylones. To overcome the kinetic instability of 
these compounds, bulky groups are substituted 
to them. For experimental confirmation of low-
valent silicon through CD analysis, high-reso-
lution X-ray data were measured on (cAAC)2Si, 
where cAAC is cyclic alkylamino carbenes.83 
Indeed, the Laplacian map shows two separated 
valence shell charge concentrations (VSCCs) 
in the non-bonding region of the central sili-
con atom. A singlet state for the carbene carbon 
has been displayed by a significant double-bond 
character in the nitrogen–carbene–carbon bond, 
which is necessary for the donor–acceptor bond-
ing in silylones. Likewise, charge-density analysis 
on two isomers (ring and cage) of hexasilaben-
zene, (TipSi)6

84 (where Tip is 2,4,6-triisopropyl-
phenyl), established the aromaticity of the ring 
isomer and absence of an interstitial bond 
between  Si0 bridgehead atoms in the cage isomer. 
The formation of transannular VSCCs on oppo-
site silicon atoms in the Laplacian map confirms 
the presence of two transannular bonds.

The literature has record of fewer CD stud-
ies on extended inorganic compounds. Absorp-
tion and extinction effects are severe in the 
experimental X-ray data due to heavy elements 
and formation of nearly perfect single crystals.7 
These systematic errors lead to significant prob-
lems in the modeling of ED and result in poor 
and unreliable experimental model. The latest 
improvements in synchrotron sources and hard-
ware minimize these effects in addition to use of 
small crystals for the experiment. A recent CD 
study on a thermoelectric material,  CoSb3, illus-
trates the difficulties in the modeling of experi-
mental data based on X-ray data sets measured 
by both conventional and different synchrotron 
sources.85 This indicates that even with a small 
crystal (~10 μm), low temperature (10 K) and 
short wavelength (0.41 Å), obtaining an accurate 
ED model, is still a challenge for inorganic com-
pounds. In  CoSb3, the net charges on the Co and 
Sb atoms are negative and positive, respectively, 
suggesting of a slightly polar interaction in the 

Co–Sb bond. The net charges on the Co and Sb 
atoms contradict a large part of the literature 
on thermoelectrics of skutterudites. In another 
study, the chemistry textbook concept of hyper-
valency in sulfate ions has been ruled out based 
on high-quality CD results in  K2SO4.86 The analy-
ses of topological properties and Source Function 
(SF) demonstrate that the S–O bonds are highly 
polarized covalent bonds, where the ‘single-
bond’ description prevails significantly over the 
‘double-bond’ picture. The EDD in polymorphs 
of a photovoltaic material,  FeS2 (pyrite and mar-
casite), was determined to understand the dif-
ferences in the nature of bonding between two 
polymorphs.87 The significant difference between 
them is a more covalent S–S interaction and rela-
tively weaker Fe–S interaction in pyrite compared 
to marcasite, which is directly reflected in their 
valence density distributions and corresponding 
d-orbital populations. In the CD study of a text-
book example of Zintl phase, CaSi, the presence 
of predominant covalent Si–Si interactions exper-
imentally confirms the Zintl–Klemm concept.88 
However, the Ca–Si bonds in the complex show 
a mixed ionic and covalent nature of interac-
tions. This bonding in CaSi is attributed to highly 
polar Si → Ca σ-donation and somewhat weaker 
Si → Ca π-donation components. Furthermore, 
the partial covalent character of the Ca–Si bonds, 
as determined from net atomic charges, corre-
lates well with the physical origin of the remark-
able metallic properties of CaSi. The CD analysis 
of the ternary polyboride,  ScNiB4, brings out the 
differences between the interactions of Sc–B and 
Ni–B in heptagonal and pentagonal prismatic 
environments, respectively, of the crystal struc-
ture.89 A local charge concentration (CC) resem-
bling the angular shape of a dz2-type orbital has 
been observed for the Ni atom, whereas minute 
density accumulations are found in the Sc atom 
in  ScNiB4. These studies demonstrate that the 
CD method can reveal finer features of chemi-
cal bonding even of complex structural environ-
ments, which IAM cannot provide.

4.3  Charge‑Density Analysis from SPXRD
As discussed, the majority of experimental ED 
studies in the literature belongs to single-crys-
tal XRD using both laboratory and synchro-
tron X-ray sources.7, 18 In recent years, however, 
SPXRD has emerged as an alternative probe for 
the study of EDD of crystalline materials, espe-
cially of extended inorganic materials with high-
symmetry crystal structure and minimum peak 
overlap in powder pattern.90 This is inherently 
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more challenging and complex compared to 
single-crystal data mainly due to the projection 
of three-dimensional (3D) reciprocal space into 
one dimension (1D). The advantages of SPXRD 
are the use of micron-sized powder including 
highly collimated and extremely intense high-
energy incoming X-ray radiation from the dif-
fraction experiment. These reduce absorption, 
anomalous scattering and extinction effects of 
the sample as well as instrumental broadening 
effects to the peak broadening of powder pattern. 
In addition, data collection is rapid in SPXRD 
compared with single-crystal XRD experiments 
and the whole PXRD is measured on a single 
scale. The single-crystal X-ray data are generally 
collected over different detector settings covering 
an entire reciprocal space, which often demands 
different exposure times with slightly different 
scale factors. Apart from many advantages over 
PXRD, the major challenges are the extraction of 
structure factors from powder pattern by correct 
subtraction of background and a proper estima-
tion of reflection intensities from the peak over-
lap. These two processes directly influence the 
extracted peak intensities from PXRD. Hence, it is 
better to eliminate all possible contributors to the 
background intensity of the powder pattern to 
the extent possible. For any PXRD data, the fun-
damental lower limit to the background intensity 
corresponds to the Compton scattering from the 
sample and the total scattering from the con-
tainer used to load the sample.90 In recent years, 
B. Iversen and J. Als-Nielsen have pioneered the 
development of all-in-vacuum powder diffrac-
tometer to avoid all additional contributions to 
the background intensity of the powder pattern, 

especially originating from a scattering with the 
air.91 The results from the all-in-vacuum powder 
diffractometer are encouraging and a significant 
increase is seen in the signal-to-noise ratio of the 
reflections along with background intensity close 
to its fundamental limit. It has further improved 
to cool the sample close to near-cryogenic tem-
perature (95 K) during measurement using a jet 
of helium gas cooled by liquid nitrogen.92 Supe-
rior-quality high-resolution PXRD data of cop-
per [up to sinθ/λ = 2.2 Å−1] have been measured 
using this setup without increasing the back-
ground intensity (Fig. 2). In addition, the quality 
of data has resulted in an extensive modeling of 
the thermal displacement parameters including 
weak anharmonic displacement features even at 
low temperature by the Gram–Charlier expan-
sion of the temperature factor.92

The maximum entropy method (MEM) is 
traditionally employed to determine the EDD 
from SPXRD and extracted ED parameters are 
not influenced by the model bias in the MEM 
method. Nishibori et al.93 have demonstrated 
that accurate structure factors required for reli-
able MEM calculations can be obtained from 
PXRD using the state-of-the-art third-genera-
tion synchrotron-radiation source and struc-
ture factors obtained are even comparable to the 
Pendellosung method. In their study, a bench-
mark SPRXD data on diamond with a resolution 
of (sinθ/λ)max = 1.45 Å−1 were collected. The 
background intensity in the data was reduced 
by agglomerating the powder sample together 
by a tiny amount of glue instead of packing 
the sample in a glass capillary as commonly 
employed. The CD studies based on the MEM 

Figure 2: Comparison of powder‑diffraction patterns of Cu at 293 K (no cooling) and 95 K (He cooled) 
measured up to sinθ/λ = 2.2 Å−1 in the all‑in‑vacuum diffractometer using Debye–Scherrer geometry and 
λ = 0.20715 Å. Adapted with permission from Ref.92 Copyright 2016: International Union of Crystallogra‑
phy.
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method from SPXRD are routinely applied to a 
large number of extended inorganic structures 
and complex structural materials to explore 
their physical and chemical properties.94 At the 
same time, the dynamic density obtained from 
the MEM method poses a challenge to inter-
pret the results. However, recent methodologi-
cal improvements related to dynamic density 
provide valuable semi-quantitative information 
on chemical bonding.95 Svendsen et al.96 system-
atically tested the multipole modeling method 
for CD studies using SPXRD while studying 
the EDD in diamond. The study demonstrates 
that the structure factor extraction based on 
the multipole model is the most accurate one. It 
further illustrates the radial defectiveness when 
a slightly wrong radial model  (s2p2 instead of 
 sp3) was used for carbon in the multipole model, 
which results in a wrong thermal parameter. The 
correlation between the ED and thermal param-
eters has been shown even for a light atom, 
such as carbon. Furthermore, the deficiency of 
the standard HCMM [in Eq. (7)], while fitting 
high-resolution theoretical data is observed in 
the residual density maps. Based on this study, 
Fischer et al.97 suggested the extended Hansen–
Coppens (EHC) MM to overcome the deficiency 
in the standard HC model by abandoning the 
basic assumption of an inert core by parameter-
izing the inner shells of the atom. A modified 
expression for the EHC MM is given as

where κc and Pc are parameters to adjust for 
spherical deformation in the core region and 
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other parameters are the same as in Eq. (7). The 
EHC model provides truly featureless residual 
density maps while dealing with ultra-high-
resolution X-ray data and the core ED reveals 
how the innermost ED responds to the forma-
tion of chemical bonding. Using this upgraded 
CD model, a subtle contraction of the core shell 
ED (the deformation of the core ED) during the 
formation of covalent bonding has been dem-
onstrated in the benchmark system, such as 
diamond, by both experimental and theoreti-
cal ED models.90, 97A systematic improvement 
in the residual density features with different 
ED models in the case of diamond is observed 
(Fig. 3). The experimental study has revealed 
that subtle ED features like core contraction 
phenomenon could be traced by ultra-high-
resolution X-ray data and the topological val-
ues of the ED obtained are comparable with 
theoretical calculations. As an extension of core 
deformation studies, the EHC model has been 
applied to more complex systems, such as sili-
con98 (where both anharmonicity and TDS are 
observed) and cubic boron nitride99 (diatomic 
compound). Nishibori et al.100 have applied a 
combination of MEM and HC multipole mod-
eling in the study of EDD to  LiCoO2. Localized 
Co-3d electrons have been observed in defor-
mation density from MEM. A large positive 
Laplacian value for the Co–O bond indicated 
that a slab of  CoO2 octahedra in  LiCoO2 is 
stabilized by ionic interactions. All these stud-
ies from PXRD show that multipole modeling 
can be applied to SPXRD data if all systematic 
errors can be avoided during the extraction 
of structure factors from the powder pattern. 
Even the standard HC modeling of the ED from 
SPXRD is a major advancement in the study of 
extended inorganic compounds.

Figure 3: Residual densities of diamond from HC and EHC modeling using (a) experimental and (b) theo‑
retical structure factors to a resolution of sinθ/λ = 1.70 Å−1. Contours are drawn at 0.01 eÅ−3 intervals. 
Figures are adapted with permission from Ref.7 and readers are advised to refer to Ref.90 for complete 
details. Copyright 2016: International Union of Crystallography.
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4.4  Charge‑Density Studies Under 
External Perturbations

As discussed, the determination of EDD of crys-
talline materials at low temperature is now well 
established. At the same time, continuous efforts 
are on to increase the resolution and quality of 
X-ray data and to develop new characterization 
tools for bonding description to address new 
challenges. Among them, one of the tasks is to 
obtain the EDD of materials under external per-
turbations, such as pressure, light irradiation, 
external electric and magnetic fields. Good- qual-
ity data collection in these experiments is very 
difficult and demands an extensive experimen-
tal preparation and optimization. Often, high-
resolution and good-quality data from these 
experiments can be obtained using synchrotron 
radiations only. To study the response of ED 
to the electric field, Hansen and coworkers101 
had developed a method and instrumentation 
to apply strong electric field to a crystal. They 
attempted to study the piezoelectric properties 
of α-quartz by accounting intensity variation 
using the least-squares refinement procedures 
in the MOLLY-N program though the results 
are very qualitative.101 Recent diffraction studies 
under in situ electric filed using the XPAD hybrid 
pixel detector have shown promising results 
in this research area.102 Likewise, for the first 
time, an excited-state EDD was determined on 
Fe(phen)2(NCS)2 (phen = 1, 10-phenanthroline) 

in high-spin metastable state using laser irradia-
tion on the single crystal at the helium cryogenic 
temperature.103 In this experiment, the quality 
of data was limited due to the high mosaicity of 
the crystal and incomplete photo-conversions by 
photo-irradiation. However, the results obtained 
from the photo-excitation CD experiment are 
promising and the 3d atomic orbital populations 
of the Fe atom corresponding to the metastable 
high-spin state (t4

2geg
2 electron configuration) are 

experimentally determined.
Similarly, pressure is an efficient thermo-

dynamic variable for generating new phases 
of a material, which will trigger new chemi-
cal reactions, conformational and structural 
transformations among different phases and 
polymerization.104 Both chemical and physical 
properties of many materials under high pres-
sures are still unknown and it is also difficult to 
predict pressure-generated reactions and trans-
formations. Indeed, some chemical transforma-
tions under pressure are irreversible and they 
result in interesting material properties at ambi-
ent conditions. A major bottleneck to the ED 
determination from high-pressure X-ray dif-
fraction (HPXRD) is the pressure apparatus (the 
Diamond Anvil Cell, DAC) used to generate pres-
sure, which reduces drastically the resolution, 
completeness, and quality of measured data from 
the HP experiment.104 Furthermore, unavoidable 
hindrances include high background intensity 

Figure 4: Demonstration of localization of the ED in one of the resonant configurations for BCA obtained 
from XCW, MM, and PDFT methods at higher pressure points. Adapted with permission from. 106 Copy‑
right 2016: Nature Publishing Group.
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coming from either a gasket or pressure-trans-
mitting medium, limited opening angle of the 
DAC, the DAC absorption, and overlapped high-
intense diamond scattering reflections. Several 
successful high-pressure CD studies on elemental 
solids, alloys, ionic solids, and extended structures 
have been reported from SPXRD using the MEM 
analysis. For example, material properties, such 
as charge transfer from the F atom to the K atom 
with increasing pressure in  KMnF3,105 were estab-
lished by HP experiment based on MEM analysis. 
While pushing the limits of high-pressure charge-
density (HPCD) experiments, an experimental 
HPCD mapping on single crystals was obtained 
for an aromatic compound, syn-1,6:8,13-Biscar-
bonyl[14] annulene (BCA) by the MM.106 In this 
interesting HPCD study, the localization of the 
ED in one of the resonant configurations for the 
aromatic compound, BCA, under high pressure 
has been experimentally determined. In addition, 
the experimental results are further supported by 
XCW analysis34 and periodic density functional 
theory (PDFT) calculations to confirm the accu-
racy of the HPCD model (Fig. 4).

5  Charge‑Density Research in India
X-ray crystallography has a strong tradition in 
India. However, CD analysis is practiced only by 
a limited number of research groups. It might be 
due to the fact that the determination of EDD 
demands very accurate and precise measure-
ment of high-resolution X-ray data, which explic-
itly depends on good-quality single crystals and 
essential expertise. Long experimental durations, 
effort and cost of CD experiment act as con-
straints for its choice as an active research area for 
many researchers. The majority of experimental 
CD studies are from T.N. Guru Row and cowork-
ers by the MM using high-resolution single-crys-
tal XRD. It is mainly influenced by his association 
with P. Coppens during his postdoctoral research, 
where he was involved in the development of 
the kappa model.27 After returning to India, 
his major contributions in the EDD include the 
determination of a lower limit for the C–H···O 
HB formation and ‘region of overlap’ between 
HBs and van der Waals interactions based on the 
Koch and Popelier’s criteria.107 Indeed, numer-
ous intra- and intermolecular interactions are 
classified as strong HBs, weak HBs, and van der 
Waals interactions based on experimental and 
theoretical ED analyses.108, 109 Similarly, halo-
gen bonding,110, 111 chalcogen bonding,60 car-
bon bonding59, and pnicogen bonding61 have 
been quantitatively established using topological 

properties, electrostatic potentials, and estimated 
intermolecular interaction energies. The forma-
tion of a σ-hole on the donor atom (which drives 
all these bonding) has been experimentally con-
firmed through deformation density and Lapla-
cian maps as well as in electrostatic potential 
isosurfaces. In another interesting study, a stabi-
lizing cooperative interplay between σ-holes and 
π-holes has been experimentally validated for 
N=C=S···N=C=S intermolecular interactions 
in Fmoc-Leu-ψ[CH2NCS], which is responsible 
for a reversible isomorphous phase transition 
upon cooling.62 A collaboration between T. N. 
Guru Row and G. Desiraju at the Indian Insti-
tute of Science has resulted in a new charge-
density databank, known as supramolecular 
synthon-based fragments approach (SBFA) for 
the transferability of multipole parameters utiliz-
ing modularity and robustness of supramolecular 
synthons.112 This approach was initially tested for 
an O–H···O carboxylic acid dimer synthon and 
an N–H···O amide infinite chain synthon in the 
crystal structures. Later, the SBFA was extended 
for other weak interactions.113 C. N. R. Rao and 
G. Kulkarni have carried out several experimen-
tal CD studies, for example, evaluation of poly-
morphism114 and molecular properties of organic 
NLO materials.115 Apart from experimental 
CD studies, theoretical aspects of the ED are 
being pursued by S. Gadre and coworkers. Their 
important contributions include estimation of 
molecular electrostatic potentials (MESP),116 the 
study of lone pairs from the MESP,117 and AIM 
in the momentum space by the Hirshfeld atomic 
partitioning scheme.118 In addition, they have 
developed a software package DAMQT119 for 
topological analysis and MESP. Presently, P. Mun-
shi at Shiv Nadar University, Noida, D. Chopra 
at IISER, Bhopal, T. Thakur at the Central Drug 
Research Institute, Lucknow, and P. Kumaradhas 
at Periyar University, Salem, are actively pursuing 
charge-density research to explore material prop-
erties from EDD.

6  Conclusions and Outlook
As discussed earlier, CD studies on organic and 
metal–organic molecules are now well-estab-
lished and CD experiments follow more or less 
well-established standard procedures. However, 
more experimental studies are needed in the 
case of extended materials, multipole modeling 
of SPXRD and the CD analysis under external 
perturbations, such as pressure and photo-irra-
diation. The experiments have many practical 
limitations and always pose new challenges for 
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both the experiment and data analysis. In this 
direction, the comparison of experimental results 
with reliable theoretical calculations provides 
many times a win–win situation for both experi-
ment and theory. Furthermore, the XCW method 
has become encouraging as it combines both 
experimental and theoretical inputs. However, 
its further development for extended structures 
will provide necessary information while dealing 
with complex structures. In recent years, the use 
of synchrotron radiation has helped to improve 
the resolution and quality of X-ray data. X-ray 
data up to (sinθ/λ)max = 1.51 Å−1 are now meas-
ured even for organic crystals using synchro-
tron radiations.63 For extended structures, the 
maximum resolution of (sinθ/λ)max = 1.67 Å−1 
has been reported from single-crystal XRD 
of  CoSb3,85 whereas it is pushed beyond 
(sinθ/λ)max = 1.8 Å−1 for SPXRD using an all-
in-vacuum diffractometer.92 These ultra-high-
resolution data show a model deficiency in the 
standard HC model and it has been subsequently 
improved by the EHC model.97 The joint refine-
ment of charge and spin densities by a combina-
tion of X-ray and neutron-diffraction data shows 
a recent advancement in the field. This unified 
method provides more detailed information on 
the spin-dependent EDD of magnetic crystals 
by obtaining complementary information from 
high-resolution X-ray data and polarized neu-
tron-diffraction data. Likewise, complementary 
information available from XRD and NMR could 
be used for CD analysis. An empirical relation-
ship between the Laplacian of the ED at the metal 
and the 1H chemical shifts of agostic protons in 
planar  d8 transition metal complexes is shown in 
the study of agostic interactions.120 There is also 
a possibility of using spin-density information 
from NMR measurements, but no such stud-
ies have been performed based on NMR data. A 
steady increase in the quality and resolution of 
X-ray data by latest technologies and synchrotron 
facilities might provide a new direction to CD 
research in the future.
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