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Abstract 

There is a considerable mterest m the area of mob1lity with the advent of powerful portable computmg devices such a~ 
laptops and othe1 information appliances These enable a user to access a service from anywhere at any time Such 
nomad1c computmg poses f..everal challenges m multicastmg and secunty. We first constder a framework that has been 
proposed by Acharya et al. [Acharya, A, BaJ.ae, A. and Badnnath, B. R. IP multtcast extensions for mobile imernet 
working, Rutger DCS Techntcal Report, LCSR-TR_243.] for multica~tmg 1!1 mob1le IP networks. In thh paper, we 
extend this framewmk to suppmt a secure multicasting service. We descnbe secure schemes for a mobile host to initi­
ate, jom and leave a multicast group We also discuss the secure movement of mobile hosts m intra and mte1 campus 
environments. 
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1. Introduction 

Multicast is becoming important as it acts as a key enabler for new applications over both pri­
vate and public networks. This can be in the form of one to many or many to many communi­
cations. This approach contrasts with unicast communications where a message is transmitted 
to a single recipient and with broadcast communications where a message is transmitted to all 
the recipients. Multicasting networks imply that there are provisions in the network infrastruc­
ture to support multicast. Multicast applications use multicast network services as an underly­
ing enabling service. Multicasting is significant because it enables applications to scale, 
thereby offering service to many users without overloading network and server resources. 
There are many applications (both real time and non-real time) that benefit from multicasting. 
These include real-time applications such as video conferencing and Internet audio and non­
real time services such as software distribution and database replication. 

Although IP multicast is the most common technology that is usually considered within the 
context of multicast networking. in general, two fundamental multicast networking techniques 
exist, namely, link~ and network layer multicasts. LANs have been historically shared media 
with connectionless service with three forms of MAC (medium-access control) addresses for 
unr-, multi- and broadcast. Recently, provisions have been made for supporting multicast in 
frame relay and ATM networks. Perhaps the main issue with multicasting in wide area link 
layer has been to do with provisioning (except possibly in ATM). The multicast group is set up 
statically by the network provider and is changed only by a reconfiguration of the network. 
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Network-layer multicast solutions based on IP have a major advantage in that group setup and 
tear down are dynamic. In this case, the routers in the multicast network need to support multi­
cast routing using a suitable protocol. There exist a variety of multicast routing protocols. 
Typically, a host informs the nearest router supporting multicast IP of its membership in the 
multicast groups. This is done using the Internet Group Management Protocol (IGMP). 1 IP 
multicast is a best-effort datagram service, which implies that such a service does not gum·an­
tee that its intended recipients will receive the datagram; furthermore, the ordering of the data­
grams may change while in transit. IGMP provides a means by which a host can join or leave a 
group at any time in a dynamic way. There is no group owner at the IP level and joining the 
group is only a routing issue. Current versions of IGMP (versions 1 and 2) do not incorporate 
security features. Also, multicast applications run on UDP that is an unreliable, connectionless 
transport service. Of course, other protocols such as the Real-Time Transport Protocol (RTP) 
have been developed recently,2 which support multicasting at the transport level. RTP facili­
tates end-to-end delivery service for real-time data. However, most of the multicast implemen­
tations run over UDP (as the common TCP only provides unicast services). 

Though in a general sense, security threats in multicast communications are similar to uni­
cast ones, there are certain security aspects that are unique to multicasting. In particular, the 
characteristics of multicasting can be very diverse implying that there is unlikely to be a unique 
security solution. A key aspect is the creation and deletion of groups and members in these 
groups, in a secure manner. The group size can vary from several tens of members in a small 
discussion group to thousands of members say in a virtual conference. In some cases, the group 
membership can be static and in other, members may join at different times whereas in others 
members may join and leave at different times. The lifetime of a group can also vary from sev­
eral minutes to days or even an unbounded amount of time. The number of senders can also 
change from a single sender to several members to all members of the group. Finally, the type 
of traffic (e.g. real time) as well as the volume of traffic can be different for different multicast­
ing applications. 

Some of the main security concerns in multicast communications arc concerned with the 
following: 

• Secure group communication: This is concerned with ensuring that only legal members 
of the group have access to communication related to that group. In other words, non­
members must not be able to eavesdrop on multicast traffic. This requires the presence 
of a confidentiality service for the multicast group. Integrity service is also required to 
assure that a message has not been illegally altered in transit. The members of the group 
should be able to detect such illegal modifications. 

• Group and member authentication: The main issues here arc concerned with the au­
thentication of group and members of the group. These are often intricately linked with 
key distribution and management as the provision of authentication service is often 
based on possession of certain keys. Hence the problem of secure key distribution 
amongst the members of the group becomes a vital concern. It is necessary to provide 
mechanisms for revoking memberships of those who leave and for registering those 
who wish to join new. This in turn implies that that there must be some secure mecha­
nisms for secure key generation, distribution and revocation as the membership of the 
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group changes. There may also be a need for periodically refreshing the key for the 
group. Another related issue is the need for individual member authentication in addi­
tion to the group authentication. For instance, under certain circumstances, it may be 
necessary to determine which member of the group performed a certain action (e.g. sent 
a message). 

• Multicast group management: Here the main issues are concerned with who can join the 
group and who and how one decides who can join the group. This is part of access con­
troL More generally for any operation that changes the group structure, these issues 
need to be addressed. 

• There should also be appropriate mechanisms to counteract the denial of service attack. 
Maintaining service availability against malicious attack is ever more challenging in a 
multicast setting, as clogging attacks are easier to mount. We do not consider this ser­
vice availability issue in this paper. 

The introduction of mobility fmther aggravates these security problems. First, multicasting 
in a TCP/IP network with mobile hosts itself raises technical issues for which there are no 
widely accepted solutions. Secondly, the increasing demand by mobile users to access services 
and applications over the network from anywhere and at any time introduces further chal­
lenges. For instance, mobile users are increasingly using services such as weather reports, air­
line information and stock market details. Multimedia applications such as videoconferencing 
will also have their share of mobility in them. Therefore it is clear that there is a need to pro­
vide secure multicasting service for such applications involving mobile hosts. Over the recent 
years, there have been several proposals for providmg mobility for hosts. These include the 
Columbia approach3 and Sony's approach4 and IETF Mobile IP.5 In this paper, we only con­
sider the Columbia scheme (and its extension, Acharya et al. 6

) and develop a secure multicast­
ing service for mobile hosts. In another paper, currently under preparation, we address secure 
multicasting for IETF Mobile IP. The solution provided by the Columbia scheme supports mo­
bility in a campus environment. It uses a group of cooperating routers known as mobile sup­
port routers. The design is interoperable with the TCP/IP protocol stack as it maintains the ex­
isting functionality of Internet services. The paper is organized as follows. Section 2 describes 
the Columbia approach and considers the multicast extensions to it. In section 3, we extend the 
Columbia model and consider the design and integration of multicast security services. Finally, 
Section 4 gives our conclusions. 

2. Columbia approach 

In this section, we shall first describe the Columbia mobile IP architecture. We then highlight 
some of the issues related to multicasting that arise in this environment. We describe the design 
choices and the solution used to provide transparent multicast services to mobile hosts. For 
further details regarding this architecture, the reader is referred to Acharya et al. 6 

2.1. Mobile !P-hased Columbia network architecture 

In this mobile IP based model, a virtual subnet is created using a set of cooperating mobile 
support routers called MSRs which act as gateways between the real wired subnet and the mo-
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bile subnet. This set of MSRs is referred to as a campus. A campus is a collection of physical 
networks called cells that are under a single administrative domain. For instance, this could be 
a business or a university network. Each MSR supports one or more celLs. Since any mobile 
host may be in any cell, all cells have the same subnet number. In this arc hi tccturc the mobile 
subnet really comprises many unconnected physical segments called the cells. In order to make 
tlus partitioned network appear as a single subnet, the MSRs exchange information about 
which mobile hosts are where, and tunnel datagrams between them when they arc required to 
route a datagram destined for a mobile host in another MSR's cell. Within a campus, a mobile 
host's (MH) address remains unchanged. This implies that mobile hosts move within a campus 
without changing their logical IP address that is based on the subnet address. This makes the 
movement of mobile hosts transparent within the campus. MSRs within a campus exchange 
information about the current location of a mobile host, and they tunnel datagrams between 
them for host-to-host communication. IP datagrams from one mobile host ( MH) to another in 
the same cell are processed locally. 

Unlike the IETF mobile IP5 proposal, there is no concept of a specific home agent in the 
Columbia mobile IP proposal. Instead, a set of MSRs that cover the mobile subnct within a 
campus main tam the binding information. If binding information is not valid, search is used by 
MSRs to find an up-to-date binding. Also, the binding information stored at the MSRs periodi­
cally expires unless it is refreshed by a packet or by the explicit search mechanbm. The 
movements of a mobile host can be of two types: intra- and inter-campus moves. In an intra­
campus move, the logical IP address of the host remains unchanged and only the hinding 
changes whereas in the inter-campus move the logical IP address of the mobtle host changes 
and it needs to acquire a temporary address. In the intra-campus environment, IP datagrams 
from a non-mobile host are sent to the nearest MSR; if the target MH is served by that MSR, 
the datagram is simply forwarded to the MH. Otherwise, if the MSR knows which MSR is cur­
rently serving the concerned MH, it performs another IP encapsulation of the IP datagram and 
forwards it to the other MSR. The receiving MSR removes the outer encapsulation and delivers 
the inner original datagram to the MH. If an MSR receives a message for a target MH whose 
cmTent location that it is unaware of, then it sends a query to all other MSRs within the cam­
pus. The MSR with whom this mobile host is currently registered with responds tn this query. 
The sending MSR caches this information and uses it in the future datagrams (without the need 
for a campus-wide query). Therefore, routing a datagram to an MH requires first routing the 
datagram to the nearest MSR, which then tunnels the datagram to the MH's ~:urrent MSR, 
which subsequently delivers the datagram to the target MH. 

When a mobile host moves to a foreign campus, the MH needs to acquire a temporary ad­
dress known as the nonce address from the network it is visiting. The equivalent terminology 
for nonce address in IETF mobile IP architecture is care of address. Such a mobile host is re­
ferred to as the 'popup'. It maintains two addresses, namely, its home and the nonl'c addresses. 
The MH then informs the home MSR of its foreign address. The home MSR subsequently tun­
nels .all the packets ~eant for this mobile host to its current nonce address. Any packets that the 
mo?1le host transmits are tunneled back to the home MSR for forwarding. The MH has the 
optiOn of using either of these addresses in the source field of the datagram that it sends while 
located in the foreign campus. 
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Within a campus, each MSR advertises its presence using beacon packets that the MSR 
transmits at regular intervals. Each non-MSR router within a campus points to some MSR as 
the shortest path to the mobile host. However, the shortest path from two non-MSR routers to 
the mobile subnet will not necessarily point to the same MSR as an MH is constantly movino­
between cells. This implies that the forward and the reverse paths are asymmetric. Addition~ 
ally, since the wireless (mobile) interface of each MSR is directly attached to the mobile sub­
net, the route entry for the mobile subnet at an MSR, as seen by a protocol external to mobile­
IP, points to the wireless interface. 

2.2. Multicast extensions 

The multicast extension proposed in Acharya et al. 6 for the mobile IP-based network described 
above uses the DVMRP multicast routing protocol7, which forms the basis of MBONE.8 

MBONE is an example of a multicast network overlaid on top of the traditional unicast Inter­
net. DVMRP constructs a source-rooted multicast delivery tree using variants of reverse-path 
broadcasting algorithm (RPB). The major difference between RIP and DVMRP is that RIP is 
concerned with calculating next hop to a destination, while DVMRP is concerned with com­
puting the previous hop back to the source. Since mrouted 3 .0, DVMRP has employed the 
RPM (reverse-path multicasting) algorithm. DVMRP forwards the packets away from a multi­
cast source along a group's RPM tree. The general name for this technique is reverse-path for­
warding. 

Multicasting in a mobile network involves the following issues : 

• If the source of a multicast datagram 1s a mobile host, then a copy of the datagram may 
not reach all hosts (static or mobile) that are members of the multicast group. Typically, 
in distance vector-routing protocols such as DVMRP, the source address of a multicast 
datagram plays a crucial role at an intermediate router. If the datagram did not arrive on 
the shortest reverse path (from the router) to the source, the datagram is not routed fur­
ther and is silently discarded. 

• A mobile host may experience a delay in receiving multicast datagrams when it enters a 
cell that has no other group member located in the same cell. 

• Datagrams multicaBt from a static source may not reach some cells depending on the 
time-to-live (TTL) value used in the multicast datagrams; hence the same mobile host 
may recei vc datagnuns from that source in some cells but not in others. 

The crux of the problem in multicasting with mobile hosts is that even though all MHs and 
wireless intetfaccs of MSRs within a campus share a common subnet address, link-layer 
connectivity amongst MHs and an MSR is present only within a single cell. IP multicast, on 
the other hand, implicitly assumes that if there are multiple routers connected to a subnet, then 
a link-layer transmission from any host on the subnet reaches all routers and hosts on that sub­
net. This implicit assumption is not valid in the presence of a logical (mobile) subnet physi­
cally partitioned amongst multiple MSRs. Acharya et al. 6 consider a solution to this problem 
that consists of 'healing' the partition amongst the MSRs using a predefined multicast tunnel. 
In other words, the concept of unicast tunnels used in mobile IP and IP multicast is extended to 
form a multicast tunnel or MTUNNEL that links all MSRs within a campus. The MTUNNEL 
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provides an abstraction of link-layer connectivity among the MSRs. This abstraction along 
with appropriate modifications to IGMP guarantees reliable routing of datagrams from mobile 
hosts to all group members; it also ensures that an MH experiences no delay in receiving data­
grams regardless of the mobility within the campus. This MTUNNEL uses a reserved multicast 
address for all MSR group and is used to forward multicast datagrams and IGMP messages 
from MSR to all other MSRs using IP within IP encapsulations. The encapsulating IP header 
for a packet sent on the MTUNNEL contains the all-MSR address in its destination field and 

the forwarding MSR address in its source field. 

The multicasting approach presented in Acharya et al. 
6 

is scalable and addresses issues 
such as routing of datagrams, correct delivery of datagram to intended recipients and delay 
factor when receiving datagram in a different cell. However it does not address security and 
privacy issues. We now extend this model and consider the provision of secure multicasting 

service. 

3. Secure multicast extensions 

The following principles and assumptions are used in the formulation of our security model: 

• We assume that a public key infrastructure is in place in the form of a certification au­
thority (CA) or a hierarchy of certification authorities for the purpose of authentication 
and public key distribution. A certification authority is a trusted entity that verifies the 
identity of a participating entity, allocates a distinguished name to it and vouches for the 
identity by signing a public key certificate for that entity using its private key. 

• Every host is initially registered in the campus. It receives a certificate that is signed by 
some CA that is local to the host. 

• Each MSR has a public key and maintains a cache of the public keys of other MSRs in 
the campus. 

• Each router in the wired network has a public key and maintains in its cache the public 
key of its neighbor. 

• Each MSR and its next hop router on the wired network have each other's public keys 
cached within them. 

• An MSR is essentially a router capable of handling mobility. It may usc routing proto­
cols such as RIP to exchange routing information with other MSRs periodically. If 
MSR does not exchange such information periodically and does not answer to query re­
quests from other MSRs, then it is considered to be non-operational. 

• All MSRs in the campus share a group key that is used to encrypt reserved multicast 
address (for the MSR group) and all multicast datagrams and IGMP messages from one 
MSR to another. 

• If an MSR is found to be non-operational, other MSRs need to recompute the group 
key. This involves eliminating the non-operational MSR. 

• Each multicast group has a designated member whose responsibility is to determine 
who has access to belong to this group. Normally, this entity is the initiator of the 
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group. If the initiator leaves the group, a new designated member can be chosen via an 
election algorithm or some other equivalent manner. 

• Each MSR maintains a binding between the group identity and the identity of the desig­
nated member. 

G Each MSR is, trusted for authenticating a mobile user based on public key information 
and for maintaining the relevant multicast group mformation. 

e The beacon message of an MSR includes its public key certificate. 

e Our security model is based on IGMP v2.9 

We describe the security extensions by considering the following stages: 

e Stage 1 considers a mobile host joining an existing multicast group or initiating the 
creation of a multicast group or leaving a multicast group. 

e Stage 2 considers the movement of the mobile host to a foreign campus. 

3.2. Stage 1: MH jmning an existing multicast group 

Consider the situation where a mobile host MH wishes to join an existing multicast group G. 
The process of registering with a multicast group is as follows. MH first obtains the public key 
of the receiving MSR (MSRx) from the certificate in the beacon message that the MSR sends. 
MH then sends a join message. This join message is typically an IGMP v2 protocol message 
that is extended to include security-related information as follows: 

MH ~ MSRx: CERT-MH, MH, T, N, MSRx, G, {T, N, MH, MSRx, G }SK-MH.6 

where 

• MH is the identity or the mobile host that wishes to join the multicast group. 

• CERT -MH is the public key certificate of the mobile host. 

• MSRx is the 1dentity of the rccci ving MSR. 

• T, N: Timestamp and Nonce generated by MH. 

• { ... }SK-MH: This nntution implies that the contents within { .. } are hashed and signed 
using the private key of MH, SK-MH. In this case, it includes the nonce, timestamp, 
identity of the MSR, and the address or the multicast group (G) that MH wishes to join. 
The signed clement is referred to as the Token of MH. 

The message contains a signed timestamp T and nonce N to prove its freshness and to pro­
tect against replay attacks. The signed clement also includes the identity of MH and MSRx 
along with G that the mobile host wishes to join. 

Upon receiving this message, the receiving MSRx verifies the certificate and uses the pub­
lic key of the MH recovered from the certificate to verify the signed element. It checks the 
integrity of the message and whether MSRx itself is the intended recipient. It also checks the 
timestamp and nonce to establish whether the message is fresh. Then MSR.x refers to its multi~ 
cast table entries to identify the appropriate designated member for this group G. It then con-
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structs the following message that is dispatched via the MTUNNEL and the wired interface of 

MSRx: 

MSRx -7 DMH: CERT-MSRx, MSRx, Dest-Addr, Tl, Nl, N, MH;
0
CERT-MH, {Dest­

Addr, Tl, Nl, MH, MSRx}SK-MSRx, {T, N, MH, MSRx, G}SK-MH 

where 

• CERT-MSRx is the certificate of the sending MSR. 

• Dest-Addr is the destination address of the format: <Routerld, AllMSRGroup, (0, DMH)> 

where 

• Routerld is the address of the router at the appropriate interface. 

• AllMSRGroup is a multicast address for all MSRs. 

• G is the target group address that MH wishes to join. 

• DMH is the designated member of the group for the above-mentioned groupid. 

• Tl,Nl: Timestamp and Nonce generated by MSRx. 

• CERT-MH: Certificate of mobile host. 

The message has two subsections. The first contains a timestamp T 1 and a nonce N 1 to prove 
its freshness and to protect against replay attacks. It also contains the identity of the sending 
MSR and the initiating mobile host and their certificates as well as the destination address 
(Dest-Addr). The Dest-Addr itself it divided into two sections: The outer section contains the 
broadcast address and the multicast address of the MSR group of the campus. The inner ad­
dress indicates to whom this message is meant for, i.e. the designated member of the group G. 
The signed element includes the nonces and timestamp and the identities of the sender MSRx 
and the receiver Dest-Addr that contains G. This element is hashed and signed using the pri­
vate key of MSRx. The second section of the message contains the MH token that was sent as 
part of message.6 This indicates to the receiving designated host (DMH) that it was the MH 
which actually wished to be pru.t of the multicast group G. The two signed components are 
linked via the identity of the MH, the group G, and the nonce N. 

As mentioned before, by using a combination of MTUNNEL and wired interface routes, 
the message gets delivered to the intended designated host. The intended host responds back 
with an access accept or access-deny message which is delivered back to the sending mobile 
host. 

The format of the access accept message is as follows: 11 

DMH~MSRx: CERT-DMH,DMH,<Id,Cert>, 
Dest-Addr,Nl,N,T2,N2,Graft(MH,G),[Ks]PK-MH, 
{DestAddr,DMH,Nl,N,<Id,Cert>,Ks,T2,N2, Graft(MH,G }SK-DMH 

where 

• CERT -DMH is the certificate of designated member host of the group. 

• DMH is the identity of the sender who is the designated member or the initiator of this 
multicast group. 
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• <ld,Cert> is a list of identities and the con·esponding certificates of other members of 
the group. 

• Dest-Addr stands for destination address with the format: <Routerid, AllMSRgroup,(G, 
MH)> 

e T2 and N2 are Timestamp and Nonce generated by DMH. 

• Graft(MH,G). This message indicates that MH has been accepted into the multicast 
group. It is a message for MSRs and other routers to update their multicast tables. 

• Ks : A fresh group session key computed using a secure lock technique described below 
and it is encrypted using the public key of MH. 

• The signed section includes the identity of the designated host DMH, destination ad­
dress, associated timestamp and nonces along with the Graft message. All these pa­
rameters are hashed and signed using the private key of DMH. 

This message flow contains a timestamp and nonces of messages (6) and (10) to indicate its 
freshness and to protect from replay attacks (as well as to indicate that it is a response of mes­
sage (10)). It also includes the certificate of the sender and its identity (DMH and CERT­
DMH) along with <Id, Cert> that lists the identities and certificates of other members of the 
group. In practice, this list can be made to be optional for general services such as news and 
weather. However, for specific services such as a corporate meeting in an organization, one 
requires the information pertaining to other members of this group. In such situations, it is ad­
visable to make this field mandatory. The destination address in this case includes the multicast 
address for all MSRs, the target group address that MH wishes to join and the identity of the 
mobile host. Instead of sending this message directly to the recipient of the message, it is sent 
to the destination address because the MSRs must be informed of the status of this request for 
them to cache this information. Also the recipient DMH must authenticate itself to the MSR 
and other members of this group G must be aware of MH' s presence. The signed element in­
cludes the identity of the DMH, Dest-Addr and the associated timestamp and nonces for integ­
rity checks. It also includes the Graft message that explicitly states that this mobile host is now 
part of group G. The encrypted section contains the session key required by the MH to com­
municate securely with the group. 

Access-deny message is sent when an MH is not accepted into a particular group. This is 
detennined by the local group policy that governs its access control list. Access-deny message 
has the following format: 

DMH -7 MSRx: CERT-DMH, DMH, Dest-Addr, N, Nl, T2, N2, MSG, {Dest-Addr, N, 
Nl, T2, N2, MSG}SK-DMH1 

Note that this message contains almost the same parameters as in the accept message except 
that it does not contain the Graft message and group member identities. This indicates that the 
mobile host MH has not been accepted into this group. Also it contains a message MSG that 
indicates the reason for not granting the MH the permission to be a part of this group. 

The final step involves MSRx conveying DMH's message (Access-Accept message) to the 
concerned mobile host MH. 
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MSRx ~ MH: CERT-MSRx, MSRx, CERT-DMH, DMH, <ld,Cert>, T~, N, {Graft (MH, 
G)}SK-DMH, [Ks]PK-MH, {N,T3, MSRx, G, MH, <ld,Cert> }SK-MSRx 

This message includes the original timestamp and nonce used by mobile host in message6 to 
bind this response to the request. The message format to convey Access-Deny message will 
have a sim1lar syntax except that it will not contain the fields <ld, Cert> and the Graft message. 
Instead it will include a message MSG that might indicate the reason for not grantmg the MH 
the permission to be a part of this group G. 

3.3. Stage 1: MH initiating a multicast group 

A mobile host initiating a multicast group creates an access control list (ACL) and a secmity 
association (SA) for the session. It then announces this group by sending an advertisement 
message across the internetwork. The announcement may be advertised to potential members 
by directing it to particular multicast address reserved for receiving session announcements 
(SAP) or alternatively invitation protocols such as SIP (session initiation protocol) may be 
used to convey the announcement to a specific group. 12 Each valid recipient performs an au­
thentication process (involving itself and its current MSR) using a process similar to that de­
scribed in Section 3.2. The request is passed on to the initiating host, which then computes the 
group key. This group key is computed from the public keys of the participants using the 
scheme described below. 

Several key management schemes and protocols10 exist for securely distributing keys in a 
network environment. In this paper, we use the secure lock technique suggested by Chiou and 
Chen. 11 It uses the Chinese remainder theorem to generate a 'secure lock' to lock the decipher­
ing group session key. The secure lock is transmitted with each encryption message. Only us­
ers in the secure group can unlock the session key. This scheme is only efficient for small 
groups; in a campus-type environment where a multicast group may not have a large number 
of participants, this can be sufficient. Initiator must store the public keys of each of the partici­
pants. Considering the fact that the computational and storage capacity of modern-day mobile 
systems is rapidly increasing, this does not seem to be an issue. 

From the Chinese Reminder Theorem, for Nl. ... Nn positive, relatively large prime inte­
gers and Rl. ... Rn, positive integers, a set of congruous equations 

X=Rl mod Nl, ....... , X=Rn mod Nn 

has a common solution X in the range of [l,L-1} where L=Nl *N2*N3* .... Nn, where n is the 
number of participants in the group. 

The Chinese Remainder Theorem is used to generate X where Ri = [Ks lPKi where the ses­
sion key Ks is encrypted using the public key PKi. The common lock X is a function of each of 
the participants' public key. Therefore, only those participants whose public keys are included 
in the calculation of X can unlock d. 

Dynamic addition and deletion of group can be carried out as follows. Every time there is a 
change in the group membership, the initiator can recreate the common X and modify the 
group to include or exclude certain participants from future communications. As far as the 
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storage requirements are concerned, the initiator who is the creator of the lock must store the 
public keys of each of the participants. Decipherment of the session key Ks for each participant 
is fairly efficient. The scheme is a centralized one, as the computation of X is restricted to a 
single entity who is the initiator, thereby offering better control~ however it does not scale well 
to large groups. 

3.4. Stage 1: MH leaving a group 

When a mobile host leaves a particular multicast group it needs to send an explicit IGMP v2 
exit message to its MSR. This message includes the identity of the mobile host along with its 
group membership details such as group address and the designated host address. Upon au­
thenticating this request, this message is routed to the designated host. The designated host 
then recomputes X, which now does not include the public key of the host that has decided to 
leave. 

3.5. Stage 2: MH moving to a foreign campus 

The following occurs in an inter-campus movement of a mobile host. 

1. Having identified that it is in a foreign domain, MH undergoes an authentication proc­
ess with the local MSR before registering itself in the foreign campus. 

2. The registration process involves the foreign MSR informing the MSR of the home 
campus of the cunent location of MH. 

3. The MH also informs the foreign MSR of any multicast groups it currently belongs to. 
Alternatively, as soon as it detects a mobile host entering its cell, the MSR sends a 
membership list that consists of groups that have members local to the cell. If the cur­
rent foreign campus is already registered with this multicast group, then all the MSRs 
within this foreign campus get the multicast datagrams and hence they get delivered to 
the MH straightaway. If not, there is an initial delay of MH getting registered in this 
campus. All MSRs update their multicast tables with this information and thereafter the 
MH gets datagrams delivered to it. All multicast datagrams are then tunneled to the cur­
rent location of the MH from its home campus. 

There are several issues that arise when a mobile host moves to a foreign campus and 
wishes to use certain services. In such a scenario, some trusted authority in the foreign campus 
(in this case, it could be an MSR) needs to authenticate the mobile host to verify its credentials. 
Having done this, this trusted authority needs to inform the mobile host's home campus of its 
current location in a secure way. This is necessary, as the home campus needs to forward the 
mobile host's incoming data to the foreign domain. An additional issue is that of anonymity, 
which is absent in the intra-campus moves. The anonymity problem addresses the issue of dis­
closing the identity and movements of a mobile host to the relevant entities. In an ideal situa­
tion, only the home campus is aware of the true identity, and the whereabouts and movements 
of a mobile host. In such a case, the true identity of the mobile host is anonymous with respect 
to the foreign campus where it is currently located. However, at the same time, the foreign 
campus needs to know some information of the mobile host to verify its credentials and per­
haps for billing purposes. If the true identity of the mobile host is revealed to the foreign cam-
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pus, then it becomes relatively easy for the foreign authorities to keep track of mobile host's 
movements. Clearly, in some cases, this is not desirable. 

The intuitive first step solution to this problem is to assign a traveling alias to every mobile 
host when it is away from home campus. Then the key question is: should the alias be fixed or 
should it be continually changed? If the alias is fixed, then an attacker, who is closely monitor­
ing the host's movements, may still be able to associate the alias with the true identity of the 
host. If the alias is constantly changing, then it becomes difficult for the attacker to associate 
these different aliases to 1ts true identity. This also makes it almost impossible for a set of for­
eign campuses to link the entire set of movements of the mobile host. However, in such situa­
tions how does a home-MSR associate each of these aliases of the mobile host to its true iden­
tity? Also, the use of aliases prohibits the mobile host from using its certificate in the authenti­
cation process as certificates normally vouch for the true identity of the user. The crux of this 
discussion leads to the following requirement and design principle: there should be a set of 
procedures or mechanisms in place by means of which a mobile host can pursue its nomadic 
movements by using different aliases and yet be able to authenticate itself to the foreign cam­
puses by remaining under the jurisdiction of its home campus. In this section, we present a 
scheme for facilitating anonymity, which aims to fulfill this requirement. 

The MSR in a home campus generates a random number R. R is a constant. Using R and the 
identity of the mobile host (MH), MSR computes the first alias (Al) in the following way: 

AI = h(MH EB R) (6) 

his assumed to be a strong one-way hash function such as the Secure Hash Standard (SHA). 

Both the MSR and the mobile host know R. This alias is generated by the MSR soon after 
the mobile host registers in its home campus. The MSR maintains an entry for this mobile host 
and its alias in its directory. It also generates a token for this mobile host as defined below. 
This token enables the mobile host to authenticate itself to a foreign campus. The token format 
is as follows: 

II 

II 

II 

II 

II 

Token=<Al, PK-Al, Home-MSR, CERT-Home-MSR, Time, Validity>, {< >}SK­
Home-MSR (7) 

where: 

{ < > }SK-Home-MSR denotes that the contents of token are signed using the private key 
of Home-MSR. 

A lis the alias that corresponds to a mobile host identity. 

PK-Al is the public key of Al (public key of mobile host MH). 

Home-MSR: is the identity of the home MSR that generated the token. 

CERT-Home-MSR is the certificate of the home MSR. 

• ~ime, Validity: Validity is the time period for which the token is valid. Time denotes the 
time the token has been generated 

Home-MSR ~ MH: Home-MSR, MH, time, Token, {MH, time, token}SK-Home-MSR 
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The token sent (from definition 7) serves as a pseudo cettificate for a mobile host. It can 
present this token in its first visit to a foreign campus. This token proves that a mobile host A 1 
is under the jurisdiction of an MSR representing a campus. Some certification authority 
vouches the credentials of this Home-MSR. This is indicated by the certificate of Home-MSR. 
Validity period allocates a lifetime for this token. It serves the same purpose as a certificate 
lifetune; however, the time span for this period is comparatively short. Since the token is 
signed using the private key of the MSR, it binds this token to its originator (Home-MSR). 

Let us now consider the authentication process in a foreign domain. 

1. The mobile host (MH) recognises that it is in a foreign domain by means of the beacon 
message sent by some foreign MSR known as F-MSR. Having identified that it is in a for­
eign campus, MH undergoes an authentication process with this F-MSR before registering 
1tself in the foreign campus. This authentication process is as follows: 

Al (MH) -7 F-MSR: AI, T, N, F-MSR, Token, Msg, {T, N, F-MSR, Token, Msg, 
Al }SK-A1 (8) 

The use of message field Msg is host specific. In this case, the host may use this f1eld to 
convey to MSR the multicast group(s) that it belongs to. 

2. F-MSR can verify the signature using MH's public key obtained from the token. This is 
necessary to prove that message actually originated from Al and not from anyone mas­
querading as A l. F-MSR verifies the credentials of Al by verifying the signature of its 
home MSR using the home MSR's public key procured through the certificate embedded in 
the token. 

3. The registration process involves the foreign MSR informing the home MSR of the current 
location of MH. The foreign MSR constructs the following message for home MSR of the 
mobile host. 

F-MSR ~ Home-MSR: CERT -F-MSR, F-MSR, Home-MSR, AI, Tl, Nl, Token, 
{Home-MSR, AI. TL Nl, Tokcn}SK-F-MSR (9) 

Authentication token of A 1 is signed by the foreign MSR. This is necessary for foreign 
MSR to prove to Home MSR that Al is actua11y in its campus. This is because alias Al is 
being used for the first time by the mobile host MH. Only MH could have supplied this 
credential as itself and Home-MSR arc the only entities who are aware of this identity. 

4. Upon receiving this mcssugc, the home MSR verifies the credentials of foreign MSR and 
the presence of MH a~ A I in its domain. It }hen creates a new alias A2, which will be used 
by the mobile host when it moves to the next foreign campus. It completes the registration 
process by sending this new alias as part of a new token (Token') to the F-MSR. 

Home-MSR ~ F-MSR: Home-MSR, Nl, T2, N2, AI, [Token']PK-MH {F-MSR, Nl, 
T2, N2, Al }SK-Homc-MSR [10] 

Upon receiving this message, the foreign MSR verifies the signature of home MSR using 
the public key of home MSR obtained from its certificate. Note that the contents of the new 
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token Token' (including the new alias A2) is not visible to the current F-MSR as it is en­
crypted with the public key of the mobile host MH. 

5. Finally, the registration process is completed by F-MSR forwarding the new token to the 

mobile host. 

F-MSR ~ Al (MH): F-MSR, Al, T3, N, [Token']PK-MH, {Al, T3, N, [Token']PK­
MH}SK-F-MSR • (11) 

6. The new alias A2 in the token Token', for use in the next signed foreign campus, is gener­

ated as follows: 

A2 = h(Al EEl MH EB R). 

The alias A2 is a function of alias Al and the identity of mobile host. The forthcoming ali­
ases would be computed as follows: 

A3 == h(A2 EB MH EB R) 

A4 == h(A3 Ee MH EB R) and so on. 

Thus the mobile host acquires a new alias An to be used in the next campus by using its 
current alias An-1. This is done in the registration phase to maintain a strong binding be­
tween the mobile host and its home MSR. The same procedure is repeated when moving 
to the next foreign campus. This approach makes the aliases independent of the foreign 
domain and maintains a tight synchronization between the mobile host and its home au­
thority. 

This scheme conceals the identity of the mobile host from the outside attackers and foreign 
domains. But it is not intended to conceal the identity from the home agent of the mobile host 
and from the members of the multicast groups to which the host belongs. Such an approach is 
realistic and satisfies the general spi1it of mobile IP architectures. 

Consider the following two cases. 

• 

In the first case, the mobile host registers in the multicast group G when it is in its home 
domain. The identity of the mobile host is disclosed at the time of registration. When the 
host moves to a foreign domain, say, it acquires an alias Al. It uses this alias to access the 
services offered by G. Even though it has acquired this new alias, it can still avail the ser­
vices of G as the multicast group key remains the same as the host's keys remain the same. 
Hence there is a possibility that the DMH and other members of the group may be able to 
identify the mobile host by mapping the aliases of the mobile host to its public key. How­
ever we envisage an environment where the public key to user name mapping is tightly 
controlled. In other words, if an entity requests the user name or the certificate of a user to 
the concerned authority, his request is declined straightway. 

In the second case, the mobile host joins a multicast group when it is in a foreign domain . 
In this case, the true identity of the host is not disclosed as it is under an alias say Al. Here 
the members of the group may be able to map the various aliases to Al but cannot map 
them to the true identity of the mobile host. 
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4. Conclusions 

A variety of services with different levels of quality will use multicasting both in a wired and 
wireless mobile environment. The area of mobile IP multicasting is relatively new and there is 
not a widely accepted method for multicasting in such environments. The framework proposed 
in Acharya et al. 

6 
seems to provide a good basis for considering multicasting in mobile IP net­

works. In this paper. we have extended this framework by developing a security model that can 
be used to provide a secure multicasting service. In particular, we have considered the various 
phases of a mobile host JOining, initiating and leaving a multicast group and have proposed 
appropriate security protocols. The paper also considered secure group key generation and dis­
tribution. Finally, the paper discusses the movement of mobile hosts between campuses and 
describes an alias-based authentication scheme in such an inter-domain environment. 
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