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Abstract | NMR spectroscopy has witnessed tremendous advancements in recent years with

the development of new methodologies for structure determination and availability of

high-field strength spectrometers equipped with cryogenic probes. Supported by these

advancements, a new dimension in NMR research has emerged which aims to increase the

speed with data is collected and analyzed. Several novel methodologies have been

proposed in this direction. This review focuses on the principles on which these different

approaches are based with an emphasis on G-matrix Fourier transform NMR spectroscopy.

1. Introduction
One of the long-standing goals in life sciences
has been to understand the mechanisms of life
at the molecular level. NMR spectroscopy has
played a very important role in this endeavor
allowing the study of interaction between and
among biomolecules and between biomolecules
and ligands. Further, it facilitates three-dimensional
(3D) structure determination of biomolecules in
high resolution and also provides information on
their dynamics at an atomic level. In recent years,
NMR has witnessed tremendous advancements
both in technological and methodological fronts,
rendering it a powerful tool in structural biology.1

Progress in the technique has been based on
availability of large magnetic field strengths to
boost sensitivity and resolution, increasingly refined
probes to enhance sensitivity, reduction of the
amount of sample needed for data collection and
development of procedures for isotope labeling and
structure determination of proteins. The size of
biomolecules investigated by NMR in solution is
steadily growing. Solid state NMR has also begun to
contribute to the number of solved structures of
proteins in the form of microcrystals, immobilized
in membranes or as fibrils.1 NMR spectroscopy
has contributed immensely to structural genomics
initiatives world-wide, which aim at exploring thee
protein ‘fold space’ and making available at least one

experimental structure for each family of protein
sequence homologues.2–3

Supported by these advancements, a new
dimension in NMR research has emerged which
aims to increase the speed with which data is
collected and analyzed.4–7 This is due to the
fact that the conventional means of acquiring
multidimensional NMR data8 is time-consuming:
typically two-dimensional (2D) to four-dimensional
(4D) NMR spectra need minutes to days,
respectively, for completion, whereas five and
six-dimensional (5D, 6D) experiments would be
too long to be practically feasible (depicted in
Figure 1). This is due to the fact that the number
of acquired free inductions decays (FIDs), i.e. the
number of data points sampled in the indirect
dimensions, increases exponentially with increase
in the number of dimensions.8 An ND FT NMR
experiment with phase-sensitive acquisition would
require sampling of N −1 indirect dimensions with
n1 ×n2 ×···×nN−1 complex points, representing
2N−1× (n1× n2 ×···×nN−1) FIDs. For instance,
acquiring 16 complex points in each indirect
dimension (with one scan per FID each second)
yields the minimal measurement time of ∼0.5
hours for a 3D and ∼12 days for a 5D experiment
(Figure 1). Thus, two different situations arise. First,
‘sensitivity-limited’, when the time is set by the need
to collect sufficient number of scans to obtain the
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Figure 1: Schematic illustration of: (a) the type of multidimensional NMR data necessary for structural
studies of proteins in different molecular weight ranges and (b) the increase in measurement time with
increase in dimensionality of the NMR data.

necessary signal-to noise ratio. Second, ‘sampling-
limited’, when the length of the experiment is
determined by the need to acquire a number of
points in the different dimensions to obtain the
required spectral resolution. With the commercial
availability of high field strength magnets equipped
with cryogenic RF probes, sensitivity is no longer
a limitation. Most systems are thus driven into
the ‘sampling-limited’ regime, where the time
required for data collection becomes the rate-
limiting step for structural characterization. Hence,
the search for new methods for fast data collection
has been actively pursued over the years.4–7

Rapid acquisition of multidimensional spectra also
becomes important for studying slowly degrading
samples and for studying various dynamic processes
in biological systems with a higher time resolution.
This review focuses on new developments that have
the taken place during the last decade in the area of
rapid NMR data collection.

2. Traditional approaches to fast data
collection

Traditionally, different approaches have been
resorted to reduce data collection times.9 First,
the maximum chemical shift evolution times,
aqmax, in the indirect dimensions can be reduced.
However, this can result in truncation artifacts
after data processing due to abruptly truncated
FID. Practically, it is often possible to reduce aqmax

up to about a factor of ∼2. Moreover, reduction
in aqmax results in an increase in line widths,9

implying that spectral resolution and signal-to-
noise ratios are reduced as a consequence of
speeding up data collection. An alternative approach
consists of reducing the relaxation delay between

scans, Trecycle. When reducing Trecycle, sensitivity
is compromised for increased acquisition speed
when relaxation delays become shorter than the
longitudinal relaxation time T1 of the nucleus
being excited. This approach is further limited
by the duty cycle of spectrometers in presence of
broadband decoupling which is often employed
for gaining sensitivity and resolution.8,9 A third
approach consists of reducing the spectral width
in the indirect dimensions so that NMR signals
are aliased/folded. In protein NMR spectroscopy,
signal aliasing is feasible in the aliphatic 13C
dimension, since 13Cali and 1Hali chemical shift
values are strongly correlated.8 As a result, the
spectral width in the 13Cali-dimension can be
reduced up to about two to three-fold in 13Cali-
resolved multidimensional experiments. Taken
together, the traditional approaches for accelerating
data acquisition may help reduce the measurements
times upto a factor of ∼2, but are insufficient
to compensate for the exponential increase in
measurement time with the dimensionality of the
experiment.

3. Modern methods for rapid data
acquisition

During the last decade several new NMR methods
have been proposed for increasing the speed
of data collection (Table 1)4–7 They can be
classified into six different types: (1) spatial
frequency encoding approaches, (2) time sharing
(simultaneous data acquisition) approach, (3) sparse
sampling, (4) reduced dimensionality methods
(projection NMR spectroscopy), (5) Hadamard
spectroscopy and (6) fast pulsing methods. Each
of these approaches are discussed below with
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Table 1: List of fast NMR methods

Sr.
No.

Methodology and Principle involved Reference No

1 Ultrafast (single-scan) NMR
Slice-selective excitation

11–13,15–17,19,147,154–163

2 Non-linear sampling
Restricted time-domain sampling in the indirect
dimension by omission of increments randomly
or in a selective manner followed by spectral
reconstruction.

a. Maximum Entropy Reconstruction
b. Frequency Diagonalization Method
c. Three-way decomposition

(Multiway decomposition)

34–35,37–39,41,51–52,164–168
42–45,169
46–48,54,170

3 Time-shared approach
(Simultaneous Data Acquisition)
Parallel execution of two or more magnetization
transfer pathways in the RF pulse sequence

21,23–24,27

4 Projection NMR spectroscopy
Phase sensitive or non-phase sensitive joint sampling
of two or more chemical shifts in the indirect
dimension(s)

a. RD-NMR
b. GFT NMR
c. GFT-based data collection followed by

spectral re-construction

28,56–61,63,67–68,85,171–174
5,10,69,84,86,89,93–95,97–104,175–176
70,75–77,79,177–179

5 Hadamard NMR spectroscopy
Selective excitation and encoding of phases of
signals using Hadamard matrix

137–138,180

6 Fast pulsing methods
Reduction of relaxation delay period between scans

a. L-optimization
b. SO-FAST NMR
c. Variable relaxation delay

93,95,144
6,145–151
153

emphasis on reduced dimensionality methods,
the generalization of which has been proposed
in the form of G-matrix Fourier transform (GFT)
projection NMR spectroscopy.10 Notably, each of
the methods mentioned above use a fundamentally
different approach and hence a combination of these
methods can be been shown to further boost the
speed of data collection.

3.1. Spatial frequency encoding
Frydman et al. introduced a novel experimental
scheme for the acquisition of multidimensional
NMR spectra within a single scan11. This method
is also known as “ultrafast NMR”. The earliest
proposed approach under this scheme11 can be
illustrated using a radio frequency (RF) pulse
sequence depicted schematically in Figure 2. First,
a particular ‘slice’ of a sample is selectively
excited using a spatially selective RF pulse (SSP)
(Figure 2a), which involves the use of pulsed
filed gradients (PFG) in conjunction with an
amplitude/phase-modulated pulse having the
desired offset (Figure 2b). Immediately afterwards
a short delay period is given following which a
second ‘slice’ along the sample is excited. This
sequence of SSPs followed by delay periods is
repeated as many number of times as the number of
increments required in the indirect dimension (N1

in Figure 2). Thus, if 128 increments are desired
in the indirect dimensions, 128 slices are excited
sequentially. After the end of the sequence, the first

slice would have undergone the maximum phase
evolution due to the chemical shift of nuclei in
that slice and the last slice would have undergone
the smallest phase evolution (Figure 2b). Thus,
chemical shift evolution, which in the conventional
methods is encoded as phase evolution for each
increment in the indirect dimension, now gets
spatially encoded in different slices along the sample.
These are then ‘read out’ in conjunction with the
chemical shift evolution in the direct dimension
(Figure 2b). All these happen within a single scan or
transient, thereby avoiding multiple repetitions of
the experiments to collect different increments in
the indirect dimension (as done conventionally). In
principle, this acquisition scheme can be extended to
arbitrary number of dimensions12. In recent years,
several applications of this methodology have been
proposed13. Reduced sensitivity, however, currently
limits one to use 2D single scan acquisition for
biological macromolecules. However, using the
recently proposed method of dynamic nuclear
polarization (DNP) in solution,14 the ultra fast
single scan method has been shown to yield
spectra with increased sensitivity.15–16 A number
of applications have been proposed in recent years
which can benefit from the single-scan approach
such as the measurement of exchange rates of
protons undergoing fast chemical exchange with
solvent protons, 17 measurement of longitudinal
relaxation rates, 18 monitoring chromatogramic
separations in real time, 19 etc. A recent review
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Figure 2: (a) Schematic illustration of slice-selective excitation using a combination of pulsed field
gradient and a band-selective RF-pulse. (b) Ultrafast (single-scan) scheme of data acquisition proposed
by Frydman et al (2002).

of this methodology covers these aspects in more
detail.13

An elegant way to use slice selective excitation
was recently shown by Szyperski and co-workers,20

wherein different slices of the sample were chosen
to encode the different steps of a phase cycle
required in the experiment. Thus, a 4 step phase
cycling comprising 0◦, 90◦, 180◦ and 270◦ can be
implemented by dividing the sample into four slices
and assigning each phase to each slice and then
combining the resulting signal. This speeds up
data acquisition by a factor of 4. This idea can be
combined with the GFT NMR approach described
below.

3.2. Time sharing/simultaneous data acquisition
approach

The simultaneous acquisition of two
multidimensional NMR spectra reduces data
acquisition times by performing different
experiments at the same time. For example, a
2D [15N, 1H] and [13C, 1H] HMQC can be
acquired simultaneously because 1H to 15N and
1H to 13C polarization transfer followed by the
chemical shift evolution of 13C/15N in the respective
experiments can be accomplished simultaneously
and independently. Since the protons attached
to these heteronuclei have distinct chemical
shifts, the two spectra can be displayed without
mutual interference. Thus, two HMQC spectra

can be acquired in a single data set, reducing
the measurement time by almost a factor of
2. This approach was proposed first by Falmer
for 2D [13C-1H]/[15N-1H]-HMQC,21 followed
by Boelens et al. (1994) for 3D 1H/13C/15N
triple resonance spectra22 and by Pascal et
al. (1994) for simultaneous acquisition of 3D
15N- and 13Cali-resolved [1H, 1H]-NOESY23

Subsequently, additional schemes for simultaneous
acquisition of 3D triple resonance experiments24–28

as well as an improved implementation for
heteronuclear resolved NOESY27 have been
reported. Simultaneous acquisition of 3D 15N-
and 13Cali-resolved [1H, 1H]-NOESY23,27 is
advantageous due to the clear spectral separation
of amide and aliphatic proton chemical shifts.
In addition, data analysis is facilitated for two
heteronuclear NOESY experiments that are acquired
in a single data set. Recently, a method for
simultaneous acquisition of methyl and amide
TROSY spectra for large deuterated proteins has
also been proposed.29 However, implementing two
different magnetization transfer pathways within the
same r.f. pulse scheme results in a compromise on
the different delays tuned for polarization transfer.
Another disadvantage of this method is that it can
be applied only to specific pairs of nuclei whose
magnetization transfer pathway along the RF pulse
sequence can be kept independent. While the
above developments have taken place using new RF
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pulse schemes, a recent technological development
involving the use of multiple receivers has also
enabled simultaneous detection of heteronuclear
correlation experiments.30.

3.3. Non-uniform/sparse sampling
In conventional multidimensional NMR
spectroscopy, indirect evolution periods are
incremented in a linear fashing by using a fixed delay
(‘increment’) �t .8 The length of the increment
is defined by the spectral width according to the
Nyquist theorem.8,9 One approach to reducing
the total measurement time is to record a reduced
number of FIDs by not sampling the evolution
periods linearly (Figure 3). That is, to randomly
select a limited number of time points out of the
full set of increments in the indirect dimension.
Such ‘non-uniformly’ or ‘sparsely’ sampled data sets
cannot be transformed using the conventional fast
Fourier transformation method. Other processing
methods are then required to reconstruct the
multidimensional NMR spectrum. Several methods
have been proposed for spectral reconstruction
of such sparsely sampled data sets: (1) Maximum
entropy reconstruction (MER),31–41 (2) frequency
diagonalization method (FDM)42–45 and multi-way
or three-way decomposition (TWD)46–48,53,54

Several applications using MER or TWD have
demonstrated that between 50% and 75% of the
data points can be omitted from a conventional
linearly sampled spectrum without necessarily
sacrificing spectral resolution. We describe below
the method of MER.

3.3.1. Maximum entropy reconstruction
Maximum entropy reconstruction of NMR

spectra is based on the maximum entropy -principle:
maximizing the entropy of a probability distribution
yields the most uniform distribution, given a set
of constraints reflecting our knowledge about the
probabilities.49 The goal of MER is to calculate the
frequency domain spectrum with maximal entropy,
which represents the most ‘uniform’ spectrum
being consistent with the experimental time domain
data33,50–52. Hence, any deviation (a ‘peak’) from a
uniform distribution (the baseline and its off-set)
must originate from the experimental data serving as
constraints. Mathematically, this can be achieved by
maximizing the entropy and establishing consistency
with experimental data, which corresponds to
maximizing the target function, TF34:

TF(f) = S(f)−lC(f) (1)

where f represents the data points of the reconstruc-
ted spectrum, S(f) is a measure for its entropy,
C(f) reflects the consistency of the reconstructed
spectrum with the experimental data and l is
a Lagrange multiplier. The appropriate form
of the entropy measure has been a subject of
debate.52 Importantly, MER does not require a
priori information about line shapes. However,
if such information is available, it enhances the
performance of MER. The same holds if uniform
scalar couplings are manifested in the spectrum.
Those can be considered when maximizing the

Figure 3: Schematic illustration of sparse/non-linear sampling compared to the conventional linear
sampling scheme. Data processing of non-linear sampled data sets is done using either Maximum
Entropy Reconstruction (MER), Three-way decomposition (TWD) or Frequency diaogonalization method
(FDM).
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entropy, which yields a decoupled spectrum.
The computational time required to recreate the
spectrum by MER depends both on the number of
data points and the spectral width. In the case of
multidimensional NMR data, MER can be either
applied sequentially or simultaneously to several
dimensions. In practice, sequential application
of MER is preferred due to computational
requirements associated with such processing.34,52

One can implement non-linear sampling by probing
an indirect dimension at arbitrary time points.
A spacing of multiples of �t is chosen between
points, that is, the linear sampling protocol is
‘diluted out’ by randomly omitting a fraction of
the time points of linear sampling (Figure 3).
This works best for experiments with constant
time chemical shift evolution periods, where the
amplitude of the FID is constant38. In experiments
with non-constant time evolution, in order to
sample at ‘higher density’ where the signal is
stronger, it is advantageous to randomly select data
points for sparse sampling in a manner that the
probability of selection matches the signal envelope.
Accordingly, exponentially weighted random
sampling for exponentially decaying signals31–32 or
sine-modulated exponentially weighted random
sampling for signal building up according to a
sine function (e.g., anti-phase signals in COSY)39

have been employed. One-dimensional non-linear
sampling schemes can, in principle, be combined to
sample two- or possibly even higher-dimensional
subspaces of a multidimensional NMR experiment
in a non-linear fashion.34 This would lead to
a correspondingly increased acquisition speed.
For example, non-linear sampling of an entire
two-dimensional subspace of a ND experiment
(N >= 3) might reduce the minimal measurement
time by about an order of magnitude. Future
research needs to explore if multiple sparse sampling
is routinely feasible.

3.4. Projection NMR spectroscopy (Reduced
dimensionality methods)

In view of the exponential increase of measurement
time with increasing dimensionality, an attractive
approach is to devise means to encode the
information of a high-dimensional spectrum in
lower spectral dimensions. This forms the basis
of ‘reduced-dimensionality’ (RD) NMR approach
proposed in the early 90s55–59,60–62. The first
RD NMR experiment was introduced as two-
spin coherence spectroscopy and consisted of co-
incrementation of two chemical shift evolution
periods. In general, the RD NMR time domain
sampling approach requires that the two nuclei,
which are jointly sampled (i.e., their chemical

shift evolution periods are co-incremented), can
be independently excited, and is thus primarily
used for projecting multidimensional hetero-nuclear
N dimensional (ND, with N > 2) chemical shift
correlation spectra into an N −1 dimensional sub-
space63. Hence these methods are also known as
‘projection NMR spectroscopy’.57 One of the two
jointly sampled indirect dimensions is detected
in a phase-sensitive manner while the evolution
of the second shift provides a simple cosine
modulation of the transfer amplitude. This allows
one to phase-sensitively detect a pair of peaks
(‘chemical shift doublet’) located at the sum and
the difference of the two jointly sampled shifts.
The angle for the ‘projection’ can be defined by
adjusting the scaling factor for the increments of the
two indirect dimensions (Figure 4).63 The scope
of the RD NMR was expanded by introducing
an approach for editing the components of the
chemical shift doublet arising from the projection
into two sub-spectra64 and, as an alternative,
the employment of time proportional phase
incrementation (TPPI)65 to place the components
arising from the projection into distinct spectral
regions.59,61 Further improvements were made
which include the symmetrization of RD NMR
spectra to increase signal-to-noise ratios59,61,66,
and the two-fold application of the RD NMR (the
“double RD” approach) yielding a total of four
components resulting from a projection of an ND
spectrum into an (N −2)D space.67–68

A generalization of to reduced dimensionality
approach to project an ND NMR data to an (N −
K )D spectrum was presented as G-matrix Fourier
transform (GFT) projection NMR spectroscopy.
In the GFT NMR approach, joint sampling in the
indirect dimension is achieved by co-incrementing
two or more chemical shift evolution periods in
the radio frequency (r.f.) pulse sequence, with
the increments being scaled relative to each
other.10,69 This results in signals comprising linear
combination of the respective chemical shifts that
are jointly sampled. The quadrature components
of all the jointly sampled shifts are collected.
Thus, in a generalized case of a (N , N − K )D
GFT NMR experiment, K+1 chemical shifts are
jointly sampled. Out of the set of K+1 chemical
shifts, a particular chemical shift denoted �0 is
chosen as the phase-sensitively detected ‘center
shift’. Sampling of the remaining K shifts, �1,
�2. . . �K , generates chemical shift multiplets
centered about �0 and the linear combinations
κ0�0± κ2�1. . . .± κK �K (projections at angles:
±α1, ±α2 . . .±αK ) are measured. While jointly
incrementing K+1 shift evolution periods, the
phases �j of the r.f. pulses exciting spins of type
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Figure 4: Illustration of sampling scheme used in (a) conventional 3D experiment and (b) GFT
projection NMR spectroscopy. In conventional NMR experiment, data is linearly sampled with a fixed
dwell time between points. In GFT NMR, two or more chemical shifts are jointly sampled with a
relative scaling factor. The projection (tilt) angles are adjusted by setting the scaling factors (κ) of the
individual chemical shift evolution periods.

j(j = 1. . .K ) are systematically varied between 0◦
and 90◦ in order to collect both cosine and sine
modulated data sets. This results in 2K+1 FIDs,
which upon G-matrix transformation yields 2K

‘basic spectra’, and each of these sub-spectra affords
editing of the shift components. To recover the
full potential of the parent multidimensional NMR
experiment, bottom-up identification of central
peaks (located in projected planes with 0o and 90o

tilt angle) can be employed10. Including the 2K

‘basic spectra’ alluded to above, complete central
peak detection requires recording of a total of
2K+1 −1 sub-spectra, which is the minimal number
of sub-spectra required for resolving arbitrary
N −1 fold chemical shift degeneracy in a projected
ND experiment. A more detailed mathematical
treatment of this approach is described below (see
section 3.4.1).

Recently, projected GFT subspectra, recorded
with different scaling of the chemical shift

evolution periods, have been used to ‘reconstruct’
the parent ND spectrum.70–79 Such ‘projection-
reconstruction’ (PR NMR) efforts is useful whenever
manual analysis of the reconstructed ND spectrum
itself is more straightforward than the analysis
of the set of projections. For that purpose, the
GFT NMR formalism was translated into a form,
which is more readily related to the terminology
used in projection-reconstruction (PR) theory.69

In particular, the projection formalism of PR NMR
is equivalent to the GFT NMR formalism and
the G-matrix transformation is referred to as a
(generalized) ‘hypercomplex FT’ of tilted planes in
PR-NMR experiments. Among those, very recently
published APSY.80–81 and HIFI82. NMR methods
are significant developments towards an integrated
and fully automated projection NMR spectroscopy.

By acquiring higher-dimensional spectral
information in lower dimensional spectra, GFT
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Figure 5: Schematic illustration of the GFT NMR scheme of data acquisition.

NMR speeds up NMR data collection by several
orders of magnitude. For example, a 4D NMR
experiment requiring weeks of data collection and
detecting four different chemical shifts can be
acquired as a 2D experiment within few hours,
wherein one dimension is chosen to simultaneously
encode the information of three chemical shifts
(Figure 5). There are other salient features associated
with the GFT NMR scheme of data collection:
(i) The number of peaks in each of the sub-spectra
is the same as in the originial high-dimensional
spectrum. This ensures that the reduction in
dimensionality does not give rise to increased
spectral crowding. (ii) A single dimension now
encodes several different types of frequencies,
resulting in higher dispersion of signals in the
spectrum (e.g., linear combination of three different
frequencies spans a larger spectral range than
those of the individual frequencies), (ii) Chemical
shifts are encoded multiple times in the linear
combinations registered in GFT NMR spectra (see
(Figure 5); e.g., �1, �2and �3 are encoded in each
of the four different GFT spectra). This is equivalent
to performing statistically independent multiple
measurements for a given parameter, resulting in its
high precision. Moreover, there is an underlying
symmetry in the peak pattern of shift multiplets,
which allows one to implement robust algorithms
for spectral analysis. Such features also make these
experiments highly amenable to automation.83–84

3.4.1. Theory of GFT NMR data acquisition,
processing and analysis

If an ND FT NMR experiment is acquired as an
(N ,N −K )D GFT NMR experiment, K+1 chemical
shifts measured in a single ‘GFT dimension’ in
which linear combinations of the jointly sampled
shifts are detected phase-sensitively. The remaining
frequency axes in the resulting (N −K )D spectra

are sampled as in conventional NMR8. To indicate
which chemical shifts are jointly sampled, the
corresponding nuclei are underlined in the name of
the experiments.56,85 For example, a 4D HNCOCA
experiment can be acquired as (4,2)D HNCOCA
(K = 2), wherein the GFT dimension encodes the
chemical shifts of 13Cα,13C’ and 15N (K +1 = 3
chemical shifts) . In addition to jointly incrementing
K+1 shifts, the phases �j of the r.f. pulses exciting
spins of type j(j = 1. . .K ) are systematically varied
between 0◦ and 90◦ in order to collect both cosine
and sine modulated data sets. This results in
2K ‘basic spectra’, and G-matrix transformation
of these subspectra affords editing of the shift
components.

Considering that each of the 2K subspectra
contain a real and an imaginary part, a total of
2K+1 data sets is obtained. These can we written as
a 2K+1 dimensional vector:

S(j) =
[

Cj

Sj

]
(2)

S(K ) =
[

CK

SK

]
⊗···⊗

[
C1

S1

]
⊗

[
C0

S0

]
(3)

where cj = cos(�j t) and sj = sin(�j t) and t
defining the evolution time in the indirect GFT
dimension. Multiplication of S(K ) with the G-
matrix according to:

T(K ) = G(K ) ·S(K ) (4)

yields the desired vector T(K ) which comprises
the edited subspectra. The G-matrix representing
a 2K×2K+1 complex matrix us given as.10:

G(K )=
[

1 i
1 −i

]
1

⊗···⊗
[

1 i
1 −i

]
K

⊗ [1 i]

(5)
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Thus, if two nuclei A and B with chemical shifts
�A and �B are jointly sampled with relative scaling
factors κAand κB, four different FIDs are collected
separately with each FID having the following
transfer amplitudes (Eqn. 3):

S1r = cos(κA ∗�A ∗ t)∗cos(κB ∗�B ∗ t)

S1i = sin(κA ∗�A ∗ t)∗cos(κB ∗�B ∗ t)

S2r = cos(κA ∗�A ∗ t)∗ sin(κB ∗�B ∗ t)

S2i = sin(κA ∗�A ∗ t)∗ sin(κB ∗�B ∗ t)

⇒ S(2)

=

⎡
⎢⎢⎣

S1r

S1i

S2r

S2i

⎤
⎥⎥⎦ (6)

These FIDs are stored separately and the
application of G-matrix transformation (Eqn. 5)
in a post-acquisition manner allows the editing of
the linear combination of chemical shifts as follows
(Eqn. 4):

G(2) =

⎡
⎢⎢⎣

1 0 0 −1
0 1 1 0
1 0 0 1
0 1 −1 0

⎤
⎥⎥⎦ (7)

T(2) = G(2) ·S(2) =

⎡
⎢⎢⎣

cos(
sin(

cos(
sin(

κA�A +κB�B)t
κA�A +κB�B)t
κA�A −κB�B)t
κA�A −κB�B)t

⎤
⎥⎥⎦

=
[

ei(κA�A+κB�B)t

ei(κA�A−κB�B)t

]
(8)

As a result, the 2 linear combinations κA ∗
�A ∗±κB ∗�B (which also represent projections
at angles ±α = tan−1(κB/κA) (Figure 4)69) are
measured in one of each of the 2 subspectra.
The principle of GFT NMR can be applied
in two different indirect dimensions for two
distinct sets of chemical shifts, with each set
being jointly sampled. This concept resulted in
the introduction of G2FT NMR spectroscopy.86

In particular, efficient resonance assignment of
polypeptide chemical shifts can be achieved by
separate joint sampling of (i) chemical shifts which
solely serve to provide increased resolution in
one GFT dimension and (ii) shifts which also
provide sequential connectivities in a second GFT
dimension.

The free induction decays (FIDs) of the 2K sub-
spectra constituting S(K ) (Eq. 3) are routinely
recorded in an ‘interleaved manner’ as a single

data set. The subsequent G-matrix transformations
(Eq. 5) are carried out with software yielding the
sub-spectra, T(K ), which are then conventionally
processed using software packages such as PROSA87

or NMRPIPE.88

One limitation of the above method is that
during each data collection, quadrature components
of all the jointly sampled shifts have to be collected
and stored separately. This results in an increased
measurement time when only one particular or a
few of the linear combination/projection out of
the 2K linear combinations is desired. In other
words, even when only one of the 2K components
of the multiplet is needed, an entire data set
containing information for all 2K shift combinations
is collected. For instance, in a given (4, 2)D GFT
experiment, only a particular linear combination,
say κ1 ∗ �1 + κ2 ∗ �2 − κ3 ∗ �3 (projection at
an angle (+α1,-β1); α = tan−1(κ2/κ1) and β1

=tan−1(κ3/
√

(κ2
1 +κ2

2) [3]), may be of interest and
other linear combinations may not be required.
Alternatively, two different linear combination such
as κ1 ∗�1 + κ2 ∗�2 + κ3 ∗�3 and κ′

1 ∗�1 + κ′
2 ∗

�2 + κ′
3 ∗ �3 (κ1’ 	= κ1; κ2’ 	= κ2; κ3’ 	= κ3) may

be desired. In the above implementation, such
selective detection is not possible and data has to
be collected and stored for all the four (or eight)
linear combinations: κ1 ∗�1 ± κ2 ∗�2 ± κ3 ∗�3

(i.e., projections at angles (±α1, ±β1)) and
κ′

1 ∗ �1 ± κ′
2 ∗ �2 ± κ′

3 ∗ �3. Recently, a method
was proposed based on phase cycling,89 which
releases this restriction and allows one to acquire
projection NMR data comprising any given specific
linear combination out of 2K shift combinations.
Instead of collecting and storing the FIDs separately,
appropriate cosine/sine modulations of chemical
shifts are selected and the desired linear combination
is constructed by phase cycling of the radiofrequency
pulses and receiver. In all the experiments, the
existing 2 or more phase cycling steps in the r.f.
sequence for water/artifact suppression can be
utilized to incorporate this phase cycling procedure.
This method, also known as Combination Shift
Selective (CSC) GFT NMR, implements G-matrix
transformation within the r.f. pulse sequence and
hence avoids the need for any post-acquisition
data processing.89 The spectra encoding the sums
and difference of chemical shifts can be directly
visualized by the spectroscopist without the need of
extra processing steps. The method can be applied
to any projection NMR experiment employing the
States method or the sensitivity-enhanced/echo-
antiecho method90 for quadrature detection.

Once the data is collected and pre-processed,
analysis of the GFT NMR sub-spectra is performed
as for ‘conventional’ spectra, except that one looks
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at the linear combinations of chemical shifts. The
G-matrix transformation ensures that all linear
combinations of shifts which are of the same
type are edited into the same sub-spectra, and
that the number of peaks in each of the GFT
sub-spectra is identical to the number in the
conventional congeners of same dimensionality.
Hence, the spectral dispersion increases since signals
are dispersed over the sum of spectral widths. In
our laboratory, XEASY,91 is used for analysis of
GFT NMR spectra. Once the position of peaks in
the spectra encoding the linear of combination of
chemical shifts is known, the shifts of individual
nuclei within the shift multiplet can be obtained
using the linear least square procedure.10

Furthermore, GFT NMR experiments are highly
amenable to automated analysis. First, chemical
shifts are measured with higher precision and
accuracy than in their conventional congeners.
Secondly, detection of peak patterns allows one to
identify signals that are close to the noise level. The
program AUTOASSIGN92 is used in our laboratory
for protein backbone assignments using chemical
shifts derived from GFT NMR spectra.

Whenever chemical shifts being detected in a
constant time manner are jointly sampled, line
widths are not affected by the joint sampling but are
determined by the maximum evolution time of the
constant-time evolution.10 However, the sensitivity
of an (N ,N −K )D GFT experiment is reduced by
a factor of (1/

√
2)K compared to the parent ND

experiment for the same total measurement time.
This is because each additional frequency labeling
results in a 2-fold decrease in sensitivity, while a
factor of

√
2 is gained due to the fact that phase

sensitive detection for one shift is excluded. This
loss in intrinsic sensitivity can be at least partially
recovered by symmetrization of sub-spectra about
the position of central peaks, and an increase in
sensitivity by a factor of about

√
2K can be expected

for an (N ,N − K )D GFT experiment in case the
symmetrization is performed in an bottom-up
manner.

3.4.2. Recent developments in GFT projection NMR
spectroscopy

In addition to speeding up data collection, GFT
NMR has emerged as a powerful tool to address
several systems in structural biology which have
remained difficult to approach using traditional
FT-NMR methods such as large/membrane proteins,
RNA molecules, (partially) unfolded and metallo-
proteins. These systems are plagued with extreme
chemical shift degeneracies, precluding their
efficient analysis using the available NMR methods.
A number of applications of GFT NMR to different
systems have been proposed in recent years.86,93–104

Here we review some recent applications developed
in our laboratory.

3.4.2. (1) Rapid measurement of 3J(HN –Hα) and
3J(N–Hβ) coupling constants in polypeptides

Measurement of three bond scalar coupling
constants (3J) significantly benefits 3D structure
determination of peptides and proteins.105 During
the last two decades, a number of NMR experiments
have been proposed for the measurement of 3J in
polypeptides.106–108 The 2D experiments suffer
from error in measurement of J-couplings due to
chemical shift degeneracy, line-broadening and/or
limited chemical shift precision. This overlap
can be reduced using 3D NMR experiments.
However, their routine use in resonance assignment
or/and structure determination is hampered by
long ‘minimal’ measurement time required to
acquire data with high digital resolution. We
have recently proposed a set of G-matrix Fourier
transform (GFT) NMR experiments overcoming
these limitations and allowing rapid measurement
of 3JHN Hαand 3JN Hβ in polypeptides.97 Rapid
and accurate measurement of these coupling
constants provides opportunities to utilize them for:
(i) resonance assignments, (ii) characterization of
secondary structure with/without prior knowledge
of resonance assignments, (iii) stereospecific
assignment of prochiral groups and (iv) 3D
structure determination and refinement.

The two GFT experiments: (3,2)D HNHA
and (3,2)D HNHB are based on the method of
quantitative J-correlation108 for measurement of
3JHN Hα (Vuister and Bax 1993) and 3JN Hβ,109

respectively. For the nuclei shown underlined,
chemical shifts are jointly sampled. Phase sensitive
joint sampling of 15N and 1Hchemical shifts is
implemented by co-incrementing their respective
chemical shift evolution periods with the 1H
shifts scaled by a factor ‘κ’ relative to 15N69. This
results, after G-matrix transformation, in two
sub-spectra each comprising of peaks at a given
linear combination of chemical shifts along the
indirect dimension: ω1:�(15N)±κ∗�(1Hα) and
ω1:�(15N)±κ ∗ �(1HN ) in (3,2)D HNHA and
ω1:�(15N)±κ∗�(1Hβ2/β3) and ω1:�(15N)±κ∗
�(1HN ) in (3,2)D HNHB. The scaling factor, κ,
allows one to increase the dispersion of peaks or
to restrict the chemical shift evolution of 1H to
avoid loss in sensitivity due to transverse relaxation.
2D [15N, 1H] HSQC provides central peak
information (ω1:�(15N)). In both (3,2)D HNHA
and (3,2)D HNHB, the respective three-bond
coupling constants are measured by taking the ratio
of the intensity of peaks at �(15N)±κ∗�(1Hα/β)

(equivalent to ‘cross peaks’ in the parent 3D
experiment) to �(15N)±κ∗�(1HN ) (‘diagonal
peak’ in the parent 3D experiment). This ratio is
proportional to a function of the corresponding
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scalar coupling constant.106,109 The (3,2)D GFT
NMR experiments provide several advantages:
(i) 3D spectral information can be obtained rapidly
with good sensitivity. (ii) Data are acquired with
high spectral/digital resolution. (iii) Spectra have
high dispersion due to joint sampling of 15N and
1H shifts, which can be ‘tuned’ further by adjusting
the scaling factor, κ. (iv) There are no ‘diagonal’
peaks due to detection of linear combination of 15N
and 1HN shifts. This allows integration of peaks,
which are otherwise difficult in the 3D experiment
due to overlapping diagonal peaks.106

The above experiments were demonstrated for
a predominantly β-sheet protein (M-crystallin;
9.5 kDa)110 and a predominantly a α-thelical
protein (EhCaBP; 16.2 kDa).111 These two systems
were chosen to demonstrate the feasibility to
different types/sizes of proteins and for the
measurement of a varied range of coupling
constants. The measured couplings were assessed
for their accuracy by comparing them with those
predicted from the Karplus relationship112. using
their respective NMR-derived 3D structures. The
accuracy was also evaluated by comparing the
coupling constants with those measured using a
regular 3D HNHA and 3D HNHB experiment.

A comparison of measured 3JHN Hαcouplings
with those predicted from the 3D structures for
residues in regular secondary structures reveals
that the measured 3JHN Hαvalues have a root mean
square deviation (r.m.s.d.) of ≤ 1.0 Hz with the
predicted couplings. In addition, all 3JHN Hα values
obtained from GFT spectra were compared with
those obtained from a 3D HNHA, giving an
r.m.s.d of 0.6 Hz. This suggests an error of ∼0.4
Hz for couplings measured in the GFT spectra
(Assuming both GFT and its 3D congener have
similar errors in couplings, r.m.s.d = σ ∗√

2, where
σ denotes the error of couplings measured). Rapid
measurement of 3JHN Hαusing (3,2)D HNHA can
also facilitate a quick estimation of secondary
structure content without prior knowledge of
sequence specific resonance assignments. This was
verified in the case of M-crystallin and EhCaBP
by counting spin-systems that have 3JHN Hα in the
range of < 5.5 Hz (α-helix), 5.5–8.0 Hz/ unobserved
residues (random-coil) and > 8.0 Hz (β-sheet).
The fraction of residues in these ranges were
∼19%, ∼41%, ∼40% for M-Crystallin and ∼54%,
∼35%, ∼11% for Eh-CaBP correlating well with
their secondary structure (α-helix, random-coil, β-
sheet) content of ∼12%, ∼40%, ∼48% and ∼57%,
∼34%, ∼9%, respectively, based on their chemical
shift indices113 and respective 3D structures. Thus,
(3,2)D HNHA can benefit: (i) structural genomics
projects where samples are screened to evaluate

feasibility for pursuing crystallization/NMR studies,
(ii) protein-folding studies probing secondary
structures in different states, and (iii) automated
assignment methods utilizing information on
secondary structure. On the other hand, (3,2)D
HNHB provides 1Hβ shifts rapidly, which together
with Cα and Cβ shifts, can aid in spin system
identification for resonance assignments114. Further,
3JN Hβ in the case of Ile, Thr and Val provides
information on their corresponding χ1 torsion
angle. Taken together, these experiments provide
new avenues for NMR-based studies of structure
and folding of polypeptides.

3.4.2. (2) Rapid measurement of pseudocontact shifts
in paramagnetic proteins

In recent years, pseudocontact shifts (PCSs)
have emerged as important NMR parameters in
calculation and refinement of high-resolution 3D
structures of proteins in solution.115–117 These PCSs
provide long-range distance information between
various NMR active nuclei and the paramagnetic
ion as far apart as 40 Å in 3D space.115 Such
information is complimentary to the widely used
distance constraints derived from 1H-1H NOEs and
hence aids in improving the quality of the resulting
structures.

PCSs originate due to the presence of a
paramagnetic metal centre possessing anisotropy
in its electronic g-factor.118 A strong anisotropic
dipolar interaction between the NMR active nucleus
and the unpaired electron gives rise to large
changes in chemical shifts of nuclei located within
a specific distance of the metal-ion. From the
knowledge of the 3D structure of the protein, nature
of the metal ion and the assignments available
under diamagnetic conditions, the PCS shifted
peaks are assigned and corresponding PCSs are
measured.115 These PCSs, in turn, are used for
further refinement of the 3D structure. In many
instances, spectral overlap due to line-broadening
or/and increase in the number of peaks can result
in ambiguities for assignments of residues that are
pseudocontact shifted. In such cases, a suite of 3D
triple-resonance experiments is recorded to aid in
their assignment.115 While degeneracy in chemical
shifts and the spectral overlap can be reduced
using 3D NMR experiments, their utility for rapid
resonance assignment and structure determination
is hampered by long ‘minimal’ measurement time
required to acquire data with high digital resolution.
Further, this becomes critical if the protein under
study is unstable or when the individual PCSs have
to be measured with several different metal-ions.
This necessitates the development of methods to
speed up the process of data collection. In this
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backdrop, we have proposed a novel methodology
that uses a suite of NMR experiments based on
the GFT NMR principle to rapidly collect the
data and analyze and quantify individual PCSs
of different nuclei. Four GFT NMR experiments
were proposed namely, (3,2)D HNNCO, (3,2)D
HNN(CO)CA, (3,2)D HNN(COCA)CB and (3,2)D
HNHA facilitating the measurement of PCS of
1HN , 1Hα, 13Cα, 13Cβ, 13C’ and 15Nnuclei. All the
proposed experiments can be acquired in a few
hours time and facilitate unambiguous and accurate
assignment of PCSs. Notably, the corresponding
3D experiments which can provide an equivalent
spectral resolution would have required several fold
measurement times. Figure 2 shows the four GFT
(3,2)D spectra recorded on the protein calbindin.

The accuracy of the PCS values measured with
the GFT spectra was evaluated by comparison
with (i) PCS measured using conventional triple
resonance 3D NMR experiments and ii) PCS
predicted with FANTASIAN.119 using the high-
resolution 3D structure of Calbindin as the reference.
One can compare the precision of measurements
for each type of PCS by considering that r.m.s.d.
= sqrt[σ2 (GFT) +σ2 (conventional)], where
σ denotes the error/standard deviation of PCS
measured. Assuming both GFT and its 3D congener
have similar errors in PCS, r.m.s.d = σ ∗√

2. Based
on this, a precision (σ) of 0.03–0.2 ppm is obtained
for the measurement of different PCS. Measuring
the PCS with high precision and accuracy renders
them useful for 3D structure refinement protocols
employing PCS where the accuracy of the structure
depends critically on the accuracy of the calculated
alignment tensor.

3.4.2. (3) Identification of C-terminal neighbors of
amino acid residues without an aliphatic 13Cγ

as an aid to NMR assignments in proteins
One of the time consuming step in structure

determination of proteins by NMR spectroscopy
is the process of sequence specific resonance
assignments.105 This step involves the identification
and assignment of resonances in a NMR spectrum
to a specific amino acid residue in the protein from
where it originates. During the last two decades,
several double and triple resonance experiments
have been proposed to carry out sequence specific
1H, 13C, and 15N NMR assignments in isotope
labeled proteins (Bax and Grzesiek 1993; Sattler
et al. 1999). We have developed a new GFT NMR
experiment, which provides spectral signatures
for rapid identification of the specific amino
acid residues. The experiment is named ACS-
(3,2)D CB(CACO)NHN and ACSDNG-(3, 2)D
CB(CACO)NHN, where the letters A, C, S, D, N

and G stand for the single letter code of amino
acids and for the nuclei shown underlined, chemical
shifts are jointly sampled. This experiment helps
to rapidly identify six amino acids, namely, Ala,
Cys, Ser, Asp, Asn and Gly. Further, the experiment
can distinguish the redox state of Cys residues. The
proposed experiment in its two forms will have
wide range of applications in resonance assignment
strategies and structure determination of proteins.

3.4.2. (4) GFT NMR based chemical shift editing of
methyl groups

High-resolution structure determination of
proteins by NMR spectroscopy primarily relies on
a large network of 1H-1H NOEs which provide long
range distance information or distance constraints
between amino acids located close in 3D space but
far apart along the polypeptide chain.105 A majority
of these constraints are comprised of methyl-methyl
and methyl-non-methyl protons.120 This is because
methyl groups constitute the hydrophobic core
of globular proteins and come close in space to
other methyl groups or hydrophobic groups, which
are buried in the core of proteins. Further, fast
rotation of the methyl protons coupled with three
chemically equivalent protons renders them very
sensitive compared to other protons making them
favorable probes for structure determination.121–123

In recent years, a number of methods have been
developed to exploit these characteristics of methyl
protons for structural and dynamic studies in large
molecular weight proteins.54,120,124–131

In methyl groups (of Ala, Ile, Leu, Met, Thr
and Val) there is a significant overlap of 13C
and 1H chemical shifts.132 Typically, the 13C and
1H shifts fall in the range of 5–25 ppm and
0–1.5 ppm, respectively, for all methyl group
containing amino acids. This overlap is aggravated
in multidimensional NMR experiments (specifically
a 3D experiment), where one 2D projection happens
to contain 13C-1H correlations. A 4D experiment
containing an additional 13C dimension can help
resolve such overlap.133 However, the long minimal
measurement time of 4D NMR experiments
precludes their use for routine structural analysis.
We have recently developed a GFT NMR experiment,
which overcomes this limitation and facilitates rapid
acquisition of spectra with high resolution.99 The
experiment, namely, methyl edited (3,2)D HCCH-
COSY exploits the fact that while the 13C chemical
shifts of the different methyl groups overlap, the
directly one-bond attached neighboring carbon
nucleus of the respective methyl groups have distinct
13C chemical shifts for the different amino acid
types. Thus, for instance, 13Cα of alanine, which is
directly attached to its methyl carbon, 13Cβ, has a
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distinct chemical shift than 13Cβ of threonine which
is directly attached to its methyl carbon, 13Cγ . Thus,
an experiment, which couples the chemical shift of a
methyl carbon with its directly attached neighboring
carbon nuclei can facilitate the distinction between
the different methyl groups, which otherwise overlap
in their 13C and 1H chemical shift. This forms the
basis of GFT methyl edited (3,2)D HCCH-COSY
experiment.99 This experiment was demonstrated
for stereo specific assignment of methyl groups of
leucine and Valine.

One promising application of this experiment is
its utilization in NOESY experiments to provide
distance constraints between methyl groups and
other protons constituting the hydrophobic core
of the protein. Currently, a 3D 13C-edited 1H-1H
NOESY and/or 4D 13C-13C NOESY is used for this
purpose. However, due to overlap of 13C and 1H
chemical shifts of methyl groups, the 2D projection
in these experiments containing 13C-1H correlations
exhibit significant overlap. Such overlap can be
resolved if the experiment is implemented in a way
that GFT methyl edited (3,2)D HCCH becomes one
of the 2D projections of the 3D experiment. Thus, a
GFT (4,3)D NOESY-HCCH experiment can provide
significant resolution beneficial for large molecular
weight proteins. Design and implementation of
such an experiment is currently in progress in our
laboratory.

Figure 6: GFT (3,2)D HA(CA)CO(N)HN spectra recorded for the
predominantly alpha-helical protein, Z-domain (Mr ∼ 6 kDa)for
estimation of secondary structure using the methodology of CSSI-PRO.102

The 3D structure of the protein is shown in the inset. The different
regions of the spectrum corresponding to the different secondary
structures are indicated.

3.4.2. (5) Secondary structure type editing,
assignment and estimation in proteins using
linear combination of chemical shifts (CSSI-
PRO)

Estimation of secondary structure in
polypeptides is important for studying their
structure, folding and dynamics. In NMR
spectroscopy, such information is generally obtained
after sequence specific resonance assignments are
completed. Currently, three methods are used
widely to obtain this information: (1) the method of
chemical shift index (CSI), wherein, the deviation of
the observed chemical shift of a given residue from
its random-coil value provides information on its
secondary structure 113,134–135 (Wishart and Sykes,
1994), (2) the method based on the observation of
specific pattern/intensity of cross peaks in the NMR
spectrum obtained using nuclear Overhauser effect
spectroscopy (NOESY)105 and (3) the value of three
bond scalar coupling constant (3J N

H
α
H ) involving

backbone dihedral angle, ϕ, which correlates
with the secondary structure.97,105,112 Using these
methods, the various secondary structural elements
in a given protein is determined after the process
of sequence specific resonance assignments is
completed.

We have recently proposed a new methodology
for assignment of secondary structure type to
spin systems in proteins directly from NMR
spectra, without prior knowledge of resonance
assignments102 The methodology, named CSSI-PRO
(Combination of Shifts for Secondary Structure
Identification in PROteins), involves detection
of specific linear combination of backbone 1Hα

and 13C′ chemical shifts in a two-dimensional
(2D) NMR experiment based on G-matrix Fourier
transform (GFT) NMR spectroscopy102 Such linear
combinations of shifts facilitate editing of residues
belonging to α-helical / β-strand regions into
distinct spectral regions nearly independent of the
amino acid type, thereby allowing the estimation of
overall secondary structure content of the protein.
The experiments specifically devised is a GFT
(3,2)D HA(CA)CO(N)H. Figure 6 illustrates this
methodology for a predominantly α-helical protein,
Z-domain.

3.5. Hadamard NMR spectroscopy
Multidimensional NMR data acquisition can be
accelerated if the resonance lines have distinct
chemical shift ranges in the spectrum and can be
excited with selective r.f. pulses.136–138 Hadmard
NMR spectroscopy is based on selective excitation
of NMR lines and their encoding in the form of
a ‘Hadamard matrix’ (Bolinger and Leigh, 1988;
Goelman et al., 1990). The experiment is carried out
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using set of N selective pulses irradiating N different
regions of the spectrum simultaneously. The phases
of the individual selective pulses are then varied
in a series of scans, that is, they are encoded based
on a Hadamard matrix of order N in each of the
successive scans. Linearly combining the responses
from all N scans (‘Hadamard transformation’)
enables one to separate the N individual responses.
The selective irradiation scheme with Hadamard
encoding can be applied to either the excitation
pulses or to spin inversion pulses.

3.6. Fast pulsing methods
As mentioned in the beginning, one
approach adopted for fast data acquisition of
multidimensional NMR is the reduction of
relaxation delay between scans. This is because
the relaxation delay (∼1 s) is 10–20 fold longer
than the sum of pulse sequence duration and
acquisition time in the direct dimension8–9. Thus,
a substantial amount of time is invested for the
allowing the system to return to equilibrium and
considerable time can be saved if this delay is
reduced. However, a simple shortening of this
duration is not the solution since the signal-to-
noise is reduced significantly due to incomplete
recovery of magnetization to equilibrium. Different
methodologies have been developed to speed up
the recovery of the magnetization. There are three
fundamentally different approaches: (1) use of
paramagnetic impurities, (2) longitudinal 1H
relaxation optimization and (3) use of Ernst angle
for excitation.

3.6.1. Use of paramagnetic impurities to reduce T1

Paramagnetic metal ions containing an unpaired
electron have been used in recent years to study
enhancement of relaxation rates in proteins
for structure determination.139–140 The high
gryomagnetic ratio of electrons compared to the
nucleons renders their dipolar interactions with
the nuclei extremely efficient for relaxation. The
presence of paramagnetic ions leads to reduction
of both T1 and T2 relaxation times of NMR
active nuclei located in close vicinity of the metal
ion. A reduction of T1 is beneficial for fast data
acquisition as the relaxation delay period between
scans required for recovery of magnetization to
equilibrium can be reduced. In recent years, this
methodology has been developed to enhance data
collection speeds.141–142 However, addition of
paramagnetic ions can also shorten T2, which can
result in line broadening and reduced sensitivity.
Hence, an appropriate choice of the metal ion has
to be made. A more elegant way to reduce T1 is the
method of longitudinal 1H relaxation optimization,
which is described next.

3.6.2. Longitudinal 1H relaxation optimization
In triple resonance experiments involving the

excitation and detection of amide protons (1HN ),
the water proton magnetization is usually preserved
along +z-axis with minimal perturbation so as
to avoid saturation of 1HN exchanging rapidly
with water protons.143 Pervushin and co-workers
recently proposed that the rate of recovery of
1HN to equilibrium could be enhanced if, in
addition to the water protons, the aliphatic protons
are also preserved (with minimal perturbation)
along +z-axis before detection.144 This is known
as longitudinal 1H relaxation optimization (also
referred to as L-optimization). The rapid relaxation
of 1HN arises from dipolar coupling of the amide
protons with that of the neighbouring aliphatic
protons. This requires that the amide protons
have sufficiently high density of aliphatic protons
surrounding them. This is usually not a problem
in proteins having a well-folded conformation,
which have a dense network of closely spaced
1H atoms. Upto a factor 5.0 or more reduction
in the relaxation-delay can be achieved using
this method. In the case of deuterated proteins,
enhancement of T1 relaxation rate is not possible
due to weaker dipolar coupling of amide protons
with surrounding deuterons. Owing to the fact that
both aliphatic and water protons are preserved along
z-axis necessitates the use of band selective pulses
which are either selective on the amide protons
or on the water/aliphatic protons. Practically the
easier approach is to modify the water selective ‘flip-
back’ pulse usually present in the triple resonance
experiments to preserve water proton magnetization
along +z-axis to also include the aliphatic protons,
which usually resonate 3-4 ppm upfield of the amide
protons.

L-optimization was first demonstrated as
an excellent tool to speed up GFT-projection
NMR spectroscopy for amide detected out-and-
back type of triple resonance experiments93 and
for experiments involving aromatic protons.95

Subsequently, this methodology was incorporated
in the SOFAST-NMR experiments6,145–151 in
conjunction with Ernst angle excitation9 to speed
up data collection.

3.6.3. Use of Ernst angle while reducing relaxation
delay

The Ernst angle approach involves choosing an
appropriate flip angle of an excitation pulse so as to
maximize the signal recovery.9 This is based on the
fact that the recovery of longitudinal magnetization
during the relaxation delay between scans is usually
not complete and after a few repetitions, a steady
state is established. The maximum signal amplitude
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is then no longer obtained for a flip angle of
90◦ for the excitation pulse but for an angle,
cos(αopt)=exp(−T/T1), where T is the relaxation
delay and T1 is the longitudinal relaxation time.9

Thus by adjusting the pulse rotation angle (which
will lead to maximum signal recovery), shorter
relaxation delays can be used. This was initially
shown by Ross et al. for recording fast 2D HMQC152

and later used by Brutscher et al. in SO-FAST
HMQC experiments.6,145–151

3.6.4. Use of variable relaxation/recycle delay
In all the methods described up to now the

delay period for the recovery of magnetization
to equilibrium between scans is kept constant
throughout the experiment. Macura recently
demonstrated a method that employs a variable
relaxation delay period between scans.153 The
basis of this method is that many a times
multidimensional NMR experiments comprise
truncated FIDs and hence require that the signal
be apodized in all the dimensions using a suitable
filter function before Fourier transformation. This
apodization scales down the later part of the
signal. Instead of scaling the signal down after data
acquisition, the experiment can be implemented
in such a way that the signal itself decays to
zero towards the end to avoid any truncation
artefacts. This can be achieved if the relaxation
delay between scans is gradually decreased as the
experiment proceeds such the magnetization does
not recover back to equilibrium completely and the
signal intensity gets reduced, thereby mimicking
an apodization process. Reducing the relaxation
between scans increases the data acquisition
speed. This method was demonstrated both on
a small molecule and the protein Ubiquitin.153 One
drawback of this method is that while the signal
intensity is reduced as the experiment proceeds, the
noise during the detection period remains the same.
Thus, the signal-to-noise ratio is reduced. This does
not happen in the conventional experiments because
apodization affects both the signal and the noise and
hence the signal-to-noise ratio is not compromised.

4. Conclusions and future prospects
As alluded to above, the different methods for
rapid data collection use fundamentally different
approaches and hence can be combined together
to further boost data collection. For example,
L-optimization was shown to speed up data
acquisition by combining it with the GFT NMR
approach.93 Recently, the ultrafast NMR method
was combined with: (1) GFT scheme of data
acquisition,154 (2) SO-FAST NMR method147 and

(3) Hadamard NMR spectroscopy.155 In another
application, Hadamard scheme of data acquisition
was coupled with the SO-FAST NMR method.145

Thus, while new methods continue to be developed,
experiments developed in the future can combine
the different approaches to gain unprecedented
speed in data collection. This can benefit studies
such protein folding, where monitoring the folding
process in real time remains a challenge as the whole
process is completed within milliseconds time scale,
whereas the fastest possible NMR methods require
about ∼1s to complete data collection.

All fast NMR methods are applicable to systems,
which are sampling limited. Any reduction in
measurement time concomitantly leads to reduction
in sensitivity because the overall sensitivity is
proportional to the square root of the measurement
time. Application of these methods to large
molecular proteins and/or samples with low
concentration which are sensitivity-limited systems
will be possible in near future due to the availability
of high field spectrometers equipped with cryogenic
probes. The method of DNP14–15 holds promise
for further boosts in sensitivity and will be used
in future for application of fast NMR methods to
sensitivity limited systems.

Almost all of the fast NMR methods have been
applied up to now to solution state NMR studies of
small molecules and biomolecules such as proteins.
Solid state NMR spectroscopy is rapidly emerging
as a tool for structural studies of biomolecules.
One limitation, which slows down acquisition
of multidimensional NMR experiments in the
solid state, is the long phase cycling steps required
for reducing the artefacts. These experiments
will benefit from fast NMR methods. Moreover,
application of fast methods for nucleic acids has not
been proposed. Some applications in this direction
are awaited.

In conclusion, fast data acquisition methods
have revolutionized NMR spectroscopy. It is leading
to a paradigm shift in NMR and will significantly
influence future NMR studies replacing soon the
conventional methods of data collection. It is
reminiscent of the early days of protein structure
determination by NMR, which was viewed with
a lot of scepticism. However, NMR based peptide
and protein structure determination is now a well-
established method.
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65. Marion, D. and Wüthrich, K. Biochemical and Biophysical
Research Communications, 113, 967–74 (1983).

66. Szyperski, T., Braun, D., Banecki, B. and Wüthrich, K. J. Am.
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128, 228–32 (1997).

172. Szyperski, T., Banecki, B., Braun, D. and Glaser, R. W. J.
Biomol. NMR, 11, 387–405 (1998).

173. Brutscher, B., Simorre, J. P., Caffrey, M. S. and Marion, D. J.
Magn. Reson. Series B, 105, 77–82 (1994).

174. Simorre, J. P., Caffrey, M., Brutscher, B., Morelle, N., Cordier,
F. and Marion, D. Journal of Cellular Biochemistry, 76–76
(1995).

175. Kim, S. and Szyperski, T. J. Biomol. NMR, 28, 117–30 (2004).
176. Barnwal, R. P., Rout, A. K., Chary, K. V. R. and Atreya, H. S.

Open Magn. Reson. J., 1, 16–28 (2008).
177. Kupce, E. and Freeman, R. J. Am. Chem. Soc., 125, 13958–59

(2003).
178. Kupce, E. and Freeman, R. J. Biomol. NMR, 28, 391–95

(2004).
179. Kupce, E. and Freeman, R. J. Am. Chem. Soc., 128, 6020–21

(2006).
180. Kupce, E., Nishida, T. and Freeman, R. Prog. NMR Spectrosc.,

42, 95–122 (2003).

Hanudatta S. Atreya. b. 1974. M.Sc.
1997, Ph.D. 2002 (Chemistry) from
Tata Institute of Fundamental Research
(TIFR), Mumbai. Then, postdoctoral
fellow at State University of New York at
Buffalo, USA (2002–2006). Currently at
Indian Institute of Science as Assistant
Professor.Authored approximately 35
peer review publications and one US
patent. Research interests in development

and application of new NMR methodologies for studying structure,
function and dynamics in biomolecules.

104 Journal of the Indian Institute of Science VOL 90:1 Jan–Mar 2010 journal.library.iisc.ernet.in



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages true
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth 4
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [665.858 854.929]
>> setpagedevice


