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Absiract

Recognition of consonant-vowel (CV) utterances in Indian languages is a challenging task because of the farge number
of classes and the high confusability among several classes. Modular approach based on artificial neural network mod-
cls is considered for recogmition of CV utterances. In this approach, the large number of classes is divided mnto sub-
proups and 2 separate network is trained for each subgroup Three different grouping criteria are considered and the
performance of modular networks based on these criterra 1s studied. An improved performance is obtained by com-
bimng evidence from the three modular networks. Because of similanities among several classes, the class of a test
utterance may not always have the strongest evidence. However, 1t may be among a small sct of alternative classes
with strong evidence. We propose to tram another neural network to further discriminate among these classes and
reorder the altemnatives. A significant crease in the performance 1s obtained by using the reordering network as a
postprocessor for recognition of isolated utterances of 65 CV classes in Indian langnages.

Keywords: Specech recognition, consonani-vowel (CV) units, modular networks, reordering network.

1. Tntroduction

Development of suitable models for recognition of subword units is important for vocabulary-
independent speech-recognition systems. In Indian languages, consonant-vowel (CV) seg-
ments occur with high frequency and they are also the basic units of speech production. Some
of the coarticulation effects are also captured in CVs. Therefore, CVs are useful as subword
units for Indian languages.' There are 29 consonants that are commonly used in Indian lan-
guages. A consonant can be followed by any of the five vowels to form a CV unit. Therefore,
the namber of CV classes is large (145). Because of similarities in their production, the sounds
of CV classes are confusable. Recognition of 145 CV classes is a greater challenging task than
the recognition of English alphabet.®

We consider a modular approach for handling large number of CV classes. The consonants
in Indian languages belong to the following categories: (1) Stop comsonants, (2) Nasals, (3)
Semivowels, (4) Fricatives, and (5) Affricates. Therc are 16 stop consonants. The confusability
among the 80 stop—consonant-vowel (SCV) classes is high. Therefore, a separate recognition
systern is developed for these 80 classos.” In the present paper, we address the issues in devel-
oping a system for recognition of isolated utterances of the 65 CV classes corresponding to the
consonants of the other four catcgories.4 Tt will be necessary to combine these two systems to
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develop a system for recognition of ail the 145 CV classes in fodian languages. This approach
can be extended for recognition of CV segments in continaous speech.”

In the next section, we present the modular approach for classification of CVs. In Section 3,
we describe the studies on classification of CVs and present the performance of subnets,
modular networks and the combined evidence method. We also present the effect of using a
reordering network on the performance in recognition of CVs.

2. A modular approach for classification of CVs

When the nuraber of classes is large and the similarity amongst the classes is high, it is difficult
to train a monolithic neural network classifier based on the all-class-one-network (ACON)
architecture to form the necessary decision surlaces in the input pattern vector space. It is pos-
sible to develop a classifier based on the one-class-one-network (OCON) architecture in which
a separate network is trained for each class. But the discriminatory capability of the OQCON
classifiers is poor. Modular approaches®  can be used to overcome the limitations of the
ACON and OCON architectures. In modular approaches, the large number of classes is
grouped into small subgroups with a separate trained neural vetwork (subnet) for cach sub-
group. A postprocessor is used to combine the outputs of the subnets (Fig. 1). For a given sct
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Fi6. 1. Block diagram of a modular nevral network.
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Table I
CV classes in subgroups formed using con-
sonant as the grouping criterion

Subgroup  CV Classes

I/ ma me m mp mu
n/ na nr ni no  nu
fel ca ce ct co  cu
feh/ cha che chi  cho chu
L ja e I o
b/ Jha  jhe  jhi o jho  jhu
s/ sa  se st 50 su
s/ sa se s1 sO su
M/ ha  he hi ho hu
% va ye yi oy yu
Il ra re n L Tt
i la le it lo lu
v va ve \ Vo Vi

of classes, there can be different modular networks. The modular network based on a particular
grouping criterion consists of the subnets for all the subgroups formed using that criterion.

2.1. Grouping criteria

The criterion used for grouping the CV classes into subgroups decides the constitution of each
subgroup. We consider criteria based on the common phonetic features (based on speech pro-
duction) among the subsets of CV classes. The first grouping criterion is based on the conso-
nant. In this criterion, all the CV classes in a subgroup have the same consonant. There are 13
subgroups with five classes in each subgroup (Table I). The modular network based on this
criterion has 13 subnets.

The second grouping criterion is based on the category of the consonant. All the CV classes
in a subgroup have the consonants of the same category. The four subgroups formed using this
criterion and the number of CV classes in each subgroup are as follows: Nasals(10), Affri-
cates(20), Fricatives(15) and Semivowels(20).

The third grouping criterion is based on the vowel in CVs. There are five subgroups with
one subgroup for each of the five vowels: /a/, A/, i/, /e/ and /o/. Bach subgroup consists of 13
CV classes, all of which have the same vowel.

For any particular CV class, the subgroup in which it is present will have different classes
for different grouping criteria. Therefore, the outputs of the subnets for a pattern of the CV
class will also be different depending on the criterion.

2.2. Multiple modular networks

The classification performance of a modular network based on a particular grouping criterion
depends on the number of subnets in it, their performance and the method used to process the
outputs of subnets. Even though the average performance of different modular networks is the
same, the subsets of the test data that are correctly classified by them may not be the same. The
evidence in the outputs of the subnets based on different grouping criteria for a test pattern can
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be combined to decide its class. We study the performance of different modular networks and
also the performance of the method in which evidence from the subnets based on two or three
grouping criteria is combined.

Because of similarity among several classes, the class of the test pattern may not have the
strongest combined evidence. It may be present among a small set of alternatives with strong
evidence. We study the performance of different number of alternatives considered.

2.3. Reordering of alternatives

The small set of alternatives given by the combined evidence method for a test pattern is ob-
tained by considering the outputs of the subnets for all the 65 CV classes. By focusing on dis-
crimination among the small set of alternative classes, it is possible to reorder the alternatives.
A neural network is trained to discriminate the alternative classes and then the test pattern is
given as input to this network. The outputs of this network are used to reorder the alternatives
and then decide the class of the test pattern.

2.4. Neural network architecture for classification of CVs

The CV recognition systern, whose architecture is shown in Fig. 2, consists of subnets of the
subgroups based on three different grouping criteria. Each subnet is trained with the data of
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FiG. 2. Block diagram of CV-recognition system.
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the classes in its subgroup. During recognition, the test pattern is given as input to all the sub-
nets. The combined evidence for a class is computed by adding the output values of that class
from three different subnets corresponding to the subgroups that have the class. Then the reor-
dering network is trained with the data of the alternative classes with strong evidence. The test
pattern is then presented to the reordering network and the outputs of the network are used to
decide its CV class.

3. Studies on classification of CVs
3.1. Implementation details

Isolated utterance data of 65 CV classes was collected from three male speakers. For each
class, 12 tokens were coliected from each speaker. A fixed-duration portion of the signal
around the vowel onset point (VOP) of a CV utterance is processed to derive a pattern vector.'
A pattern vector is derived from a 200-ms portion of the signal with 60 ms before and 140 ms
after the VOP. This signal is processed to extract 40 frames with 12 weighted cepstral coeffi-
cients in each frame. In order to reduce the size of the pattern vector, the average coefficients
of every two adjacent frames are used. Thus, a 20-frame pattern vector is used 1o represent a
CV utterance. Mullilayer perceptron (MLP) model is used to build subnets and reordering net-
work. The MLP model has 240 nodes in the input layer, and 70 and 50 nodes in the first and
second hidden layers. The number of nodes in the output layer of a subnet is equal to the num-
ber of classes in its subgroup. The training data set for a subnet includes the pattern vectors of
utterances of CV classes belonging to its subgroup only. Four tokens from each speaker are
used as the training data for a CV class. Training of each subnet is carried out until the error is
small. The reordering network has five output nodes and is trained using the (raining data of
the alternative classes only. This training data includes four tokens from each speaker for a
class. Training of the reordering network can be stopped after a {ixed number of epochs, or
when its performance on generalization test data is adequate.6

3.2. Performance of subnets

The test data set of a subnet consists of the pattern vectors of eight test utterances from each of
the three speakers for every CV class in the subgroup. The classification performance is given
as a percentage of the total number of pattern vectors in the test data set that are correctly clas-
sified by a submnet. The performance of a subnet depends on the number of classes in its sub-
group and the confusability among these classes. The performance of the subnets based on dif-
ferent grouping criteria is given in Table 11

The better average performance of the subnets based on the consonant as grouping criterion
is mainly due to the small number (5) of classes in a subgroup. It is observed that the perform-
ance of the subnets for the subgroups ‘Affricates” and *Semivowels” is poor. It is mainly due to
the larger number (20) of classes in these subgroups.

3.3. Performance of modular networks

The pattern vector derived from the test utterance of any one of the 65 CV classes is given as
input to all the subnets in the modular network. The outputs of the subnets are considered as
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Table IX Table ITE

Classification performance of the subnets for subgroups  Classification performanc? of n_wdz.ﬂar ‘nctworks
of CV clagses formed using different grouping criteria:  based on different grouping eriteria (,()ns&{l!uxxt
(a) Consenant, (b) Category of consonant, and {¢) Vowel  (C), Category of consonant (CC), and Vowel (V)

(2) Consonant th) Category of consonant Groupmng N used i decision criterion
criteria 1 2 3 1 5
Subgroup  Performance  Subgroup Performance -
C 45 1.7 9.3 254 na
i/ 34 Rasals 7 cc 25379 S00 579 626
o 842 Affcates 49.6 v 25 402 523 6ho 054
el 792 h 61.2
feh/ 67.5 g 362
n 63.4 Average 577
it/ 59.2
i 68.4 (z3 Vowel
s 61.7
A 692 faf 02
1yt 775 let 577
i 75.0 L 600
1y 80.9 fol 69.9
i 81.7 fof 66.1
Average 73.2 Averags 64.7

the evidence for different classes. A decision criterion that can be used 1o assign a CV class
the input pattem is to choose the clags with the largest output value. Because of the farge num-
ber of CV classes and similarity among several classes, the output value for the class of the
input pattern may not be the largest value always. If the output value for the class of the input
pattern is amongst the N largest output vahues, then thar class will be one of the N alternative
classes hypothesized by the modular network. The performance of a modular network is given
for different cases of the decision criteria used for the classification of CV utterances, The per-
formance for the Case_N is given as a percentage of the total number of pattern vectors in the
test data set for which the correct class is among the N alternatives hypothesized. The classifi
cation performance of the modular networks based on different grouping criteria is given for
different cases (for N=1, 2, 3, 4 and 3) of the decision criterion in Table I11.

It is observed that the performance of a modular network based on a particular grouping
criterion is poor compared to the average performance of the subnets in it. The difference in the
performance is large when the subgroups have sinall number of classes as in grouping criterion
based on the consonant of the CV classes. The performance of modular networks can be im-
proved by using the subnets trained to give low output values for the patterns of the clusses that
do not belong to their subgroups.®

3.4, Performance of multiple modular networks

An analysis of the performance of the modular networks has shown that though the subnets do
not give the largest output values for the class of an input pattern vector, the output is signifi-
cantly large. It is also observed that though the average performance of the modular networks
based on the second and third groupings is approximately the same, the subsets of the lest
data that are correctly classified by them are not the same. The evidence in the outputs of
the subnets based on different grouping criteria for a particular test pattern vector can be com-
bined o decide its class. The classification performance of the CV-recognition systems that
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Table IV

Classification performance of CV-recognilion systems thai
combine the evidence from the subnets in multiple modu-
lar networks, Consonant (C), Category of consonant (CC)
and Vowel (V)

Multiple modular _# used m decision eriterion

networks 1 2 3 4 5

C,.CC 243 421 524 575 597
Cv 405 333 577 595 612
v, CC 431 545 602 650 0.0
C,CC v 43 554 624 684 721

use the method of combining the evidence from the subnets of two or three different modular
networks is given in Table [V. The combined evidence for a class is obtained by adding the
output values for the class from the two or three subnets corresponding to the subgroups having
that class. The performance of a CV-recognition system is given as a percentage of the total
number of pattern vectors in the test data set for which the correct class is amongst the classes
with the N largest values of the combined evidence.

It is noted that the performance of the CV-recognition system that combines the evidence
from the subnets of all the (hree grouping criteria gives the best performance (for N= 1) of
44.3%. The correct class is present among the five alternatives for 72.1% of the test patierns
(le. for 1124 out of 1560 test patterns of 65 classes). It is also observed that the CV-
recognition system that combines the cvidence from the subnets of two grouping criteria, the
category of consonant and the vowel, gives a similar performance.

3.5. Performance of reordering network

Here we study the effects of using a reordering network as postprocessor. For recognition of a
CV pattern, an MLP is trained with the data of the alternative classes given by the combined
evidence method. Here we consider the method in which the outputs of the subnets in all the
three modular networks are combined. The set of alternatives can be different for different test
patterns of a CV class. Therefore, training of an MLP has to be done for recognition of every
pattern. The training is stopped after 160 epochs. The performance of the CV-recognition sys-
tem that uses the reordering network as postprocessor is given in Table V.

An analysis of the performance has been carried out to study the effects of using the reor-
dering network. The correct class of a test pattern is present in one of the five positions in the
list of alternatives given by the combined evidence method. The purpose of this notwork is to
reorder the alternatives such that the class of the test pattern moves to the first position in the
reordered Bist. The number of test patterns for which the correct class is present in a particular
position in the tist of alternatives is given in Table VI.

We illustrate the effect of the reordering network with a few examples. For a pattern of CV
class /vi/, the list of altematives (in the order of evidence) given by the combined evidence
method is as follows: {/hw/, /mi/, i/, fyof, /vi/}. The outputs of the MLP trained for these five
classes give the following ordered list: {/vi/, /mi/, /ni/, /hu/, /yo/}. Tn this case, the class
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Table V
Classification performance of the CV-recognition system that uses
a reordering network as postprocessor

Recognition N used in decision criterion

system 1 2 3 4 5
Without reordering net- 443 554 624 684 721
work 538 639 696 7L2 721
Table VI

Number of lest patterns for which the correct class is present
in a particular position in the list of altcrnatives

Recogmtion Position in the lis( e
system 1 2 3 4 5
‘Without reordering net- 1 174 109 93 57
work 839 189 57 26 13

of the test pattern has moved from the fifth to the first position. For 248 test patterns, the reor-
dering network has moved the class of pattern to the first position.

It is also observed that for 100 test patterns, the reordering network has moved the class of
the input pattern from the first position. However, the movement is mostly 1o the second or
third position. This behavior may be because the reordering network has been trained for a
fixed number of epochs, but not until the error becomes significantly small. As an example of
downward movement, we consider a pattern of the CV class /ha/. The list given by the com-
bined evidence method for this pattern is as follows: {/ha/, /ya/, /ma/, [ja/, ma/}. The rcordered
list is {/ma/, /ha/, fyal, na/, fja/}.

The number of patterns for which there is an upward movement to the first position from
different positions, and the number of patterns for which there is a downward movement from
the first position to different positions are given in Table VIL

In another study, training of the reordering network is continued until its performance on
the generalization test data i adequate. The generalization test data set includes four tokens per
class from each speaker. These tokens are different from the tokens in the training data sct.
Training of the reordering network is stopped when its performance on the generalization test
data set reaches 80%. For many test pattems, this performance is reached in about 70 to 80
epochs. Otherwise, training is continved for 160 epochs. The effect of reordering network
trained using this stopping criterion on the movement of the correct class of the test patterns is
given in Table VII(b).

“Fable VI

Number of test patterns for which the class of the pattern has been moved to or from the first position in the list
of alternatives by the reordering network for diffcrent stopping criteria

(a) Fixed number of epochs (b) Generalization performance
Direction of movement  Position m the list Direction of movement  Position in the list

2 3 4 5 2 3 4 5
Upward 121 58 43 26 Upward 145 66 61 39

Downward 73 17 9 1 Downward 60 13 4 1
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Table VII
Classification performance of CV-recognition systems using the
reordering networks trained using different stopping criteria

Stopping criterion N used in decision criterion
1 2 3 4 5

Fixed number of epochs 538 659 696 712 721
Generalization perform- 592 672 702 717 721

It is noted that for 311 test paiterns, the reordering network has moved the class of the pat-
terns to the first position. For 78 patterns, the class of the pattern has been moved from the first
position. The classification performance of the CV-recognition system using the reordering
networks trained with different stopping criteria is given in Table VIIL It is observed that about
59% of the test patterns have been correctly classified. Recognition accuracy has increased by
about 15% compared to the performance of the system without reordering network,

The time taken for training ACON architecture-based reordering network in five alternative
classes is about one minute (for 160 epochs on a 266-MHz Pentium processor-based worksta-
tion). This time is significantly large for online CV recognition. OCON architecture-based re-
ordering network can be used to overcome this limitation. In this architecture, a separate MLP
is trained for each of the 65 CV classes a priori. Then the MLPs of the five alternative classes
are used for discrimination and reordering of the classes. This architecture does not require
training during the recognition phase. The main limitation of the OCON architecture is its poor
discrimination capability compared to the ACON architecture.’

4. Summary and conclusions

In this paper, we have proposed different grouping criteria based on the common features
among the subsets of classes to develop a system for recognition of isolated utterances of a
large number of CV classes. A method that combines the evidence from the subnets based on
different groupings is shown to give an improved performance over modular networks. For a
small set of alternative ciasses with strong evidence, a postprocessor network is used to reorder
the alternatives. Different criteria have been considered to stop online training of reordering
network. It has been demonstrated that the performance in recognition of CVs has increased by
about 15% due to reordering.

A recognition performance of about 59% is significant considering that the classification of
a CV utterance is carried out by discriminating large number (65) of classes. A constraint satis-
faction model based on the acoustic-phonetic knowledge of the classes has been developed to
combine evidence from the subnets based on different grouping criteria and improve the per-
formance in recognition of 80 SCV classes.” A similar model may be explored to obtain an
improved performance for recognition of 65 CV classes belonging to other categories of con-
sonants,
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