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Abstract

Numerical evaluation of the pdf’s of a second-order DPLL's phase estimates 1s used to obtain phase-error distribution.
phase variance, [requency offset estimutor's bias and variance, cycle-slip and bit-error probability for a decision-
feedback burst-mode QPSK demodulator (previous analyses consider only a first-order DPLL) This method also pro-
vides acquisition performance (in terms of maximum frequency offset acquired) when the transmiited buts arc known
0 ¢. durmg preamble and/or unique words) as well as acquisition/tracking performance during data demodulation, A
graphing method provides a meuns to obtain a good compromise between maximem frequency offset acquired (where
large initial loop bandwidih 1s desired) and cycle-slip probability during the acquisition phase (where small-loop
bandwidth 1s desired ).

Keywords: Bandlimiled signals, convergence of numerical methods, Costa’s loops, digital demodulation, frequency
estimation, satellite communications systems, signal processing, tracking loops.

1. Introduction

Burst-mode performance (where acquisition/pull-in time is a significant fraction of the burst
duration) is typically optimized for a particular application and its associated parameters (burst
duration and frequency offset). This is due to the trade-off among burst-mode acquisition time,
maximuwin initial frequency offset to be acquired, preamble duratien (bits known by the de-
modulator), phase error and consequent cycle-slip probability induced by decision feedback.

These trade-offs are addressed by an MPSK demodulator model (Section 2) which takes
into account the presence of a frequency offset. The analysis ot the model provides a series of
graphs from which a designer may select preamble length and PLL puarameters (including
block size of a block-phase estimator) based on burst duration, maximum frequency offset o
be acquired and maximum degradation of BER performance (at the operating E,/No).

We extend the prior results’ wherein a first-order Markov process is used to evaluate the
performance of MPSK demodulator in the absence of frequency offset. That analysis,” while
providing closed-form expressions, does not take into account systematic phase error due to
frequency offset. We consider a second-order DPLL and, due to difficulties in obtaining
closed-form expressions, use a numerical method to obtain graphs that aid a design space
search. This numerical method allows the transieni response of the DPLL to be observed as
well.

“When differential encoding is enabled the effect of cycle sfip 13 (o merease BER probubility by about 10% 10 most
operating Fy/Ny's.
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In general, large initial frequency offsets are present in many systems (where ‘large’ quali-
fies the ratio of carrier offset to bit rate, typically of the order of 0.1% or more). These offsets
are introduced because carrier stability with inexpensive oscillators is at best 1 ppm. With car-
rier frequencies in the high GHz range, and considering that both transmitters and receivers
have these offsets, at least a 50-kHz carrier offset is acquired. The large initial frequency off-
sef is estimated from the burst’s preamble to an accuracy the error limits of which can be
tracked and corrected during demodulation. The residual frequency offset determines the loop
bandwidth of the DPLL during acquisition, which in turn determines the performance of the
DPLL.

The variance of acquired phase for different preamble lengths and £,/Ny's is provided in
Section 3. While acquiring preamble, and during unique word demodulation, an estimate of the
frequency offset can be derived (from differences in phase estimates). The probability of that
residual frequency offset is halved after each demodulated block (for different block lengths) is
examined in Section 4 (the designer may use the method described to obtain other graphs for
different desired convergence rates).

Phase noise during tracking degrades BER performance. Section 5 shows that the phase
noise variance, and consequently BER degradation is dependent on the length of the biock~
phase estimator. Another performance parameter, the cycle-slip probability, has significance
when the differential decoder is disabled.” Its dependence on block length and loop bandwidth
is graphed in Section 6. Finally, Section 7 uses the graphs provided in Sections 3-6 to obtain
design parameters of a QPSK demodulator, together with an illustrative example. Conclusions
form Section 8.

2. System model

A feedback decision-directed phase-detector (DD-PD) MPSK demodulator (adapted from ear-
lier work,” with the first-order loop filter replaced by a second-order filter) is shown in Fig. 1.
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Fra. 1. MPSK demodulator system modef.
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The analytic baseband-transmitted signal z(t) is
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where «(2) is the transmitted unit energy pulse shape, 7 the symbol time, 6(n) the transmitted
phase of the nth symbol {8x(n) = 27i/M, I=0, 1,..., M - 1} and E; the energy per symbol. The
transmitted pulse is assumed to satisfy Nyquist criterion for zero ISI. The channel corrupts the
transmitted signal with additive white complex Gaussian noise and a multiplicative distortion
(MD) &'®*“" The MD represents the received phase 8, and the frequency offset ap. It is
assumed that large frequency offsets are corrected during carrier acquisition and the residual
frequency offset is such that the phase offset due to frequency offset ¢ng (Qus= @y/fiy and fiy is
the band rate) is less than a/(4MN,) radians, where N, is the block size (in symbols) for which
phase is estimated. With known symbol timing at the receiver, the complex baseband signal at
the output of the matched filter can be represented as

X, = Eej"’" +v, 2)

where ¥, = 6r{(n)+6,+@yn. The pdf of én =arg{x,} for Ny =1 is adapted from (3) of a prior
work” for MPSK modulations as

" UEsM) Es (BN s, ~y,)
Pé(f,.“l’n)=7+ P cos(§, —y,)e s :
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Lrert] 25 cos(E, ~y,) || ®
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The pdf of E,, =£, —éT(n) is used in the apalysis of the synchronization subsystem and is

given in (9) of Fitz and Cramer’ as
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where p&((x/ u/n) is expressed in eqn (3) of prior work.” The angle o lies between the deci-

sion boundaries 8, — /M and 0, + WM.
For N, > 1, phase estimate, &,, for the block” is
“Digital implementation of a phase estimator involves a division and an arctangent table look-up. As these two opera-

tions are relatively expensive, the use of a block-phase estimator, in addition to reducing the variance of the phase
estimate, also amortizes these two operations over the block length.



228 C. G. HIREMATH AND S. JAYASIMHA

én +€n{>1 +“'+‘§Nb—1

N, '
The variaace of éb is less than the variance of cf;n as it is the average of phase estimates of N
symbols.© As will be seen later, the block size determines the performance of the demodulator.
The new phase estimate 6‘,, +1 and the averaged difference phase estimate Aen 41 in the phase
tracking loop are

&)

%b=

B =B, +(1-K)ad,, + [, -8, ©
AB, =(1-)a8, +k{<§b -8,} )

The averaged difference phase estimate is the output of the first-arder filter (the time constant
of the filter is proportional to k). The new phase estimate 8, is equal to the sum of previous

phase estimate and the averaged difference phase estimate. These two first-order filters consti-
tute the loop filter of the DPLL and its overall response is second order (8). As a result, it
tracks the phase variation due to frequency offset and the steady-state phase error is zero.

s = (-8, ~(1-0, +k{E, -8, ®

k determines the behavior of the loop with frequency offset.

The difference in successive phase estimates is averaged using a single pole filter (with a
time constant &) to obtain the difference phase estimate A8, due to frequency offset

Aéwl =1~k )Aépn +hy {Eb -, } ®

3. Phase acquisition

As preamble symbols are known at the receiver, they can be used to estimate the phase of the
signal. The pdf of the phase as given by (4) contains only one term corresponding to the pre-
amble symbol which is evaluated numerically, Next, the individual-phase pdf’s are convolved
to obtain the overall pdf and hence the variance over a block, The plot of variance? of phase for

different block lengths N is shown in Fig. 2. It is seen that variance of phase aih decreases

with increasing block length N, However, this improvement comes at a price: frequency offset
tracked and block-length N, are inversely related.

4. Frequency estimation using preamble and unigue word

As each tansmitter may have a different frequency offset, the receiver must reacquire the fre-
quency offset for each burst. The preamble is used to find large frequency offsets® using

“The variance approximately reduces by ¥, as the pdf of the phase estimate is approximately gaussian for faree SNRs.
“The phase distribution (in the absence of frequency offset) has zero mean (i e. the pdf is symmetrica) about 0°). How-
ever, pdf’s are not symmetrical in the presence of frequency offset. The asymmetry increases with reducing SNR.
However, this bias (which can also be numerically evaluated) is very small compared to phase variance and is therefore
ignored,
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FIG. 2. Phase variance for different block lengths (with  Fio, 3, Probabality of frequency acqmsmon at different
k=0. 175) after known bits are processed. Solid curve mstaﬂES The solid curve 1s for N, = 24, - curve is for
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spectral estimation techniques. During preamble and unigue word demodulation, a single pole
filter is used to obtain the estimate of the phase change A8, due to frequency offset by aver-

aging the differences in phase estimates, The pdf of A on 18

) = P((l"kl )Aéyn +k {éb - &n—l }j (10)

For QPSK, the maximum phase offset tolerable per block is /8. Then, for phase and frequency
offset estimation using preamble bits with a larger block length N7, (for block-phase estima-
tion), the error in the estimate of the frequency offset should be less than

fwzif_l_-*h]. an
b

The probability, Py, that the frequency correction is more than half of the original frequency
offset for different block lengths N, and for different preamble lengths’ is provided in Fig. 3 by
numerically evaluating (10). This evaluation shows that asymptotic convergence improves with
block length at the expense of initial convergence rate which justifies the use of different block
lengths at different acquisition stages.

(Agnm—l

‘For MPSK, the preamble is an unmodulated carrier which allows reliable aquisition of large frequency offsers at poor
SNR using a periodogram.

‘More effective use of the unmodulated carrier can be made by overlapping and persodogram averaging. reducing the
variance of the estimated frequency offset. The reduction in phase variance using a Gaussian approximation (valid for
high SNRs) (see 8.1.38) of Proakis er al.?). This improvement, usually taken advamtage of in practical QPSK demodu-
lators, merely reduces the preambie length by the overlapping factor (provided that the factor is <2).
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for Np=2.

5. BER degradation

Modem BER degrades with increased phase estimation error, For QPSK, the degxadatlon is
sstimated by comparing the performance curves obtained using (26) of prior work' with phase
estimation error (which includes the systematic error due to frequency offset) and without any
phase error (i.e. with = 0).

PH(E/¢)~—erfc[\/'—(cos¢—-sm¢)}+ erfc[‘/])\g/*(cmzp+sm4))} (12)

Figure 4 shows burst-mode BER vs Ey/Ng's in dB for various block lengths® and reiterates the
results of Fig. 2 in the light of (12) from a different viewpoint (i.e. BER degradation is caused
by phase error). These curves may be used to find a block length that yields an optimal trade-
off between frequency offset® tracked and BER degradation (Figure 4 is of greater practical
interest than Fig. 2 as BER degradation is more easily measured than phase variance).

6. Cycle-slip performance

For QP?K, stable phase states are 0°, £90° and 180° with reference to carrier phase. The initial
phase 6 estimated from preamble’ is close to the 0° stable state from the carrier phase. When

cycle slip occurs, phase €, is near other stable states and the probability that it relocks

*In prior work,” ¢ is chosen such that BER at 6.0 dB Ey/N, is degraded by 0.5 dB. A more accurate estimate of BER,

and hence the degradation may be obtained by numerically integrating the product of {12) and the numericalty evalu-
ated pdf of ¢.

"Even for continuous mode aperation, it 15 desirable to use a finite length for the block-phase estimator as the steady-
state frequency offset is non-zero (due to relative motion and clock drifts).

‘The constant preamble pastern for QPSK should be such that the in-phase bit is the complement of the quadrature bit.
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Given cycle-shp probability and
BER degradation, select a block
length using Figs 4 and §

v

Select the number of known bits
(preamble + unique word) using Fig.
3 such that residual frequency error
18 less than the desired error
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Fia. 6. Selection of QPSK demodulator parameters. Fig 7. Burst-mode performance of the QPSK modem m
AWGN (solid curve represenis theoretical performance
and broken curve the designed modem)

to the 07 stable state is smali. Therefore, cycle ship is likely when én changes by more than 45°
for QPSK. The cycle-slip probability is given by the cumulative probability that the next phase
estimate changes by more than 45°, This probability depends on p( énlén—IJ én_z) as can be
seen from (8).

Figure 5 shows the theoretical probability that én changes by more than 45° (i.e. cycle-slip

probability) for different £,/N, and block length with maximum frequency offset (these curves
were obtained by numerically evaluating (8)).

7. Design of QPSK demodulator parameters

A simple non-iterative two-step procedure to select a QPSK demodulator’s parameters s de-
picted in Fig. 6.

For example, suppose that the bit rate is 8.192 Mbps and the maximum frequency offset is
50 kHz, of which, assume that residual frequency offset after using 50% overlap spectral esti-
mation referred to in Section 4 (using only the unmodulated carrier of 48 bits) is 24 kHz. Next,
assume that cycle-slip probability for any early demodulated block (where the cycle-slip prob-
ability is high due to the use of short blocks to acquire residual frequency offset) is required to
be less than 0.01 at Ey/Ny = 5 dB. Further, suppose that the BER degradation permitted (over a
2400-bit burst) is 0.5 dB as compared to continuous-mode operation.

From Figs 4 and 5, Nj, = 16 is a reasonable compromise. From Fig. 3, the number of known
bits should be at least 64 (i.e. there must be at least 16 bits of unique word) so that the prob-
ability that the residual frequency offset is further halved is greater than 0.7 (we can use six
50% overlapped blocks of 16 bits each). However, the unique word length is usually setected
on other considerations (probability of false alarm), and usually a 24- or 32-bit unique word is
used. For a 32-bit unique word, the total known bits (preamble + unique word) is 96 and for a
2400-bit burst, the effective payload reduction is 4%.
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Table I
Probability of cycle slip

E\/N,y Probability of cycle slip

5 0.0588
6 0.0392
7 0
8 ¢

An 8.192-Mbps system was simulated in MATLAB based on chosen parameters. The re-
sults of the simulation® (Fig. 7 and Table I) were slightly worse (by 0.3 dB) than the results
predicted by the graphs provided. The error is attributed to sampling in the matched filter,
frequency estimation error, synchronization error, etc. which are not taken into consideration
by the graphs provided (as these are determined by other practical system design considera-
tions).

8. Conclusions

Nurmerical evaluation of phase distribution provides performance predictors for a decision-
directed feedback DPLL QPSK. demadulator. The following conclusions can be drawn from
this analysis:

e Increasing preamble daration reduces residual frequency offset (see Fig. 3) almost in-
versely.

e Cycle-slip probability and BER degradation determine the block length and also the
payload reduction for a burst demodulator.

e At lower E,/Ny's the preamble length must be increased reducing the effective payload
of the burst significantly.’

« Even though new coding schemes and decoding methods promise continuous-mode op-
eration at Ey/Ny’s significantly lower than 5 dB, frequency offset acquisition and track-
ing in burst mode will require larger implementation margins (either in terms of reduced
payload or increased transmitted power).

Design parameters of QPSK demodulators can be chosen using these performance predic-
tors.

References

1. Fi7z, R. D. aND CRAMER, R. J-M. A performance anal of a digital PLL-based MPSK demodu-
lator, IEEE Trans., 1995, C-43, 1192-1201.

2. Proaxis, I. G, Raber, C. M., LinG, F. Advanced digital signal processing, Macmilian, 1992, pp. 479-484

AND NIKiAs, C. L.

“Here we note that the number of bits of unique word that are atlowed to be in emor is ncreased beyond minimal re-
quil to meet the probability of missed detection, as these bits wall have a poorer error rate due to high residuat
frequency offset.

“Results shows in Fig. 7 and Table I correspond to burst duranon of 2,400 bits {including preamble and noigue word).
BER and cycle-slip probability for burst mode is obtained by averaging the bit ermors and eycle clips over N bursts
(where N>100 for al} E/Ny’s) using a uniform distribution of frequency offsets between —50 and +50kHz.

‘Burst duration is designed based on multiple access considerations (such as traffic characteristics, number of users,
maximum delay, ete.) and cannot usually be increased to enbance payload.



