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1. Introduction 

Mycobacteria are responsible for a variety of public health problems. According to recent 
WHO reports, about 3 million people die every year due to tuberculosis making it the most 
serious pathogen of the human race. Further, the emergence of multidrug resistant strains has 
made it imperative to understand the biology of these organisms. Mycobacteria multiply inside 
the host macrophages where they are subjected to oxidative and other kinds of physiological 
stresses. Such adverse conditions result in various DNA damages. However, the mechanisms 
of DNA repair in these organisms have not been studied in detail. (A brief review of current 
research on mycobacteria, DNA damage and repair in prokaryotes along with DNA repair 
genes in M. tuberculosis is given in Chapter 1 of the thesis). 

We are interested in studying the uracil excision repair pathway in mycobacteria. Uracil 
residues can be incorporated in DNA by DNA polymerase or arise by spontaneous deamina­
tion of cytosines. Uracil DNA glycosylase (UDG) excises uracil residues and initiates DNA 
repair to restore the genetic information. Mycobacteria are at an increased risk of cytosine 
deamination because of their G + C lich genomes (up to 70%) as well as the unfavourable 
habitat of the host macrophage where they multiply. Thus, the UDG-mediated DNA repair 
pathway could be crucial in maintaining the genomic integrity of mycobacteria. In fact, our 
preliminary studies with cell-free extracts of E. coli (50% G +C), M. smegmatis (70% G+C), 
and M. tuberculosis (65% G +C) indicated that mycobacteria possess up to 3 fold higher UDG 
activity. 

2. Ex~::::e":in?x~:11.t2E, results and discussion 

In order to study the mechanism of uracil excision in mycobacteria, we have purified UDG 
from M. smegmatis (MsUDG) by more than 3000 fold. 1 A comparative study of uracil excision 
by M. smegmatis and E. coli UDG from DNA oligomers of varying lengths, containing uracil 
in different positions, was performed to determine substrate specificity. Both the UDGs excise 
uracil from the 5' terminal position if the oligomers are 5' phosphorylated but its excision from 
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the 3' penultimate position is extremely poor. In agreement with these findings, the minimal 
substrate for both the UDGs was found to be pd(UN)p. However, the t\vo enzymes differed 
significantly in their ability to excise uracil from the loop contexts of the DNA hairpin sub­
strates. As reported earlier, excision of uracil from the loop context by EcUDG was highly 
variable. Interestingly, in the case of MsUDG, the relative efficiency (llmaxiKm) of uracil release 
from various loop substrates differed only by approximately three fold, as opposed to 180 fold 
difference reported for EcUDG. These results suggest differential interaction of the loop sub­
strates with UDGs. The M. smegmatis UDG is most efficient in removal of uracil from various 
structural contexts and hence can be an enzyme of choice for various applications in molecular 
biology. 

U gi, a Bacillus subtilis PBS2 phage-encoded protein, which shows remarkable electrostatic 
and shape complementarity with dsDNA inhibits all conserved UDGs by interacting with the 
substrate-binding site. To study the interaction of Ms UDG with U gi, U gi gene was cloned from 
PBS2 genomic DNA into an expression vector pKK 223 and purified. Ugi showed complete 
inhibition of Ec UDG at 1: 1 stoichiometry and the Ec UDG-U gi camp lex was not dissociable 
under the experimental conditions that we used.2 However, unlike EcUDG, the MsUDG 
formed a weak complex with U gi, which readily dissociated under the same experimental con­
ditions. These differential interactions of the mycobacterial UDGs with the loop substrates and 
U gi (substrate mimic) suggest that the amino-acid residues involved in substrate binding are 
likely to be different in both the enzymes. 

The single-stranded DNA-binding protein (SSB) is involved in various DNA functions like 
replication, repair and recombination. Earlier studies with EcUDG suggested that EcSSB de­
stabilizes the secondary structures in hairpin oligomers and enhances excision of uracil from 
the first, second or the third position of a tetra loop. However, we observed that inclusion of 
EcSSB with MsUDG resulted in decreased efficiency of uracil excision from the loop contexts. 
To further understand the phenomenon of differential effects of EcSSB on EcUDG and 
MsUDG, we cloned and purified SSB from M. tuberculosis (MtSSB), whose complete genome 
sequence was recently reported.3 SSB plays an important role in DNA replication, repair and 
recombination. To study the biochemical properties of SSB from M. tuberculosis (MtSSB ), we 
have made use of its recently published genome sequence to clone ssb open reading frame by 
polymerase chain reaction and developed an overexpression system. Sequence comparison 
reveals that the MtSSB lacks many of the highly conserved amino acids crucial for Escherichia 
coli SSB (EcSSB) structure-function relationship. A highly conserved His55, important for 
homotetramerization of EcSSB is represented by a Leu in MtSSB. Similarly, Trp40, Trp54 and 
Trp88 of EcSSB required for stabilizing SSB-DNA complexes are represented by He, Phe and 
Phe, respectively, in MtSSB. Also, a group of positively charged amino acids oriented towards 
the DNA-binding cleft in EcSSB suffers several nonconserved changes in MtSSB. We show 
that in spite of these changes in the primary sequence, the MtSSB is similar to EcSSB in its 
biochemical properties. It exists as a tetramer, has the same minimal size requirement for its 
efficient binding to DNA and its binding affinity towards DNA oligonucleotides is indistin­
guishable from that of EcSSB. Further, MtSSB interacts with DNA in at least two distinct 
modes corresponding to the SSB35 and SSB56165 modes of EcSSB interaction with DNA. How­
ever, MtSSB d0es not form heterotetramers with EcSSB. MtSSB, therefore, presents us with an 
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interesting system to further investigate the role of the conserved amino acids in the biological 
properties of SSBs. 

this study, the effect of SSBs from E. coli (EcSSB) and M. tuberculosis (MtSSB) on 
uracil excision from synthetic substrates by UDGs from E. coli, M. smegmatis and M. tubercu­
losis (referred to as Ec-, Ms-, and MtUDGs, respectively) has also been investigated. The pres­
ence of SSBs with all the three UDGs resulted in decreased efficiency of uracil excision from a 
single-stranded 'unstructured' oligonucleotide, SS-U9. On the other hand, the addition of 
EcSSB to EcUDG, or MtSSB to MtUDG reactions resulted in increased efficiency of uracil 
excision from a hairpin oligonucleotide containing dU at the second position in a tetraloop 
(Loop-U2). Interestingly, the efficiency of uracil excision by MsUDG from the same substrate 
was decreased by the presence of either Ec- or MtSSBs. Further, MtSSB also decreased uracil 
excision from Loop-U2 by EcUDG. Taken together, our studies suggested differential interac­
tions between the two groups (SSBs and UDGs) of the highly conserved proteins. Such studies 
may provide with important clues to design selective inhibitors against this important class of 
DNA repair enzymes.4 

MtSSB (MtSSBb.C), in which the conserved carboxyl terminal acidic amino acid tail of 
SSBs implicated in interaction with various proteins in vivo, was also constructed. The 
MtSSBb.C inhibited all three UDGs (i.e. EcUDG, MsUDG and MtUDG). These observations 
suggest that MtSSBLlC possesses the domain required for SSB-UDG interaction. 

3. Conclusion 

In the present study, the comparative analysis of various biochemical properties of E. coli and 
mycobacterial UDGs has shown that UDGs interact differentially with (i) loop substrates, (ii) 
Ugi and (iii) SSBs. These observations suggest structural differences between the EcUDG (a 
prototype of conserved UDGs) and mycobacterial UDGs, which can be exploited for designing 
selective inhibitors against MtUDG. Further, the availability of cloned MtUDG will facilitate in 
the gene knockout experiments to elucidate the role of UDG-mediated DNA repair pathway in 
M. tuberculosis. 
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1. Introduction 

netwo:rks by N. R. 

Manufacturing has gone through successive periods of great changes. New materials, such as 
plastics, ceramics and composites, new technologies such as computer-aided design, manufac­
tu.re and inspection, and the Internet, new techniques such as Kanban and just in time. new 
basis for competition such as cost, quality, time or core-competence have all been at the root of 
these changes. CuiTently, global competition, demanding customers, liberalization, regulations 
on environment, emergence of common markets, disintegration of large states, volatile ex­
change markets, have made manufacturing a more complex function. Customers want every­
thing: low cost, low defect rates, high performance, on the spot delivery, and maintenance 
without imtants. To meet such demanding customer needs, computer-aided automation. effec­
tive t1exibility management, strategic alliances, management of end-to-end business processes 
such as supply chain process and new product development process are important. 

Traditionally, manufacturing systems are viewed as a sequential amwgement of functions 
such as design, manufacture. R&D, marketing, finance, etc. The recent trend 1 is to view a 
manufacturing system not in terms of functions, divisions, or products, but as a collection of 
value-delivering processes. Functional or hierarchical structures typically present responsibili­
ties and reporting relationships whereas process structure is a dynamic view of how the organi­
zation delivers value to the customer. 

Performance measures are useful to evaluate, control and improve business processes. They 
can also be used to compare similar processes in different companies for benchmarking pur­
poses. World class companies recognize the importance of metrics in helping to define the 
goals and performance expectations for the organizations. The performance measures include 
lead time, quality, flexibility, on time delivery, etc. These process performance measures 
summarize directly the product and system performances as well as the customer satisfaction 
levels. 

In this work, we approach the performance analysis and scheduling of manufacturing or­
ganizations by focusing on the business processes and their interfaces. In the process, we tran­
scend cuiTent theory which usually deals with models and measures for the factory floor in 
isolation, or, at best, the conglomeration of business units of a manufacturer. 

2. Thesis contribution 

We look at the entire value 'delivery process starting from raw matelial procurement till the 
delivery of product to the end-customer, at an aggregated level. Our approach also takes note 
of the logistics process and the interfaces between any two elements of the supply chain. Under 
assumptions of rapid information transfer and presence of appropriate alliances and trading 
policies, we study the integrated supply chain, transcending the practice of the current theory 
which emphasizes only individual elements of the supply chain. 
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The work looks into three important and inter-related problems in integrated supply chain 
networks. · 

2.1. D.vnamic models for petjormance analysis and design 

We present dynamic models of supply chain networks that help in rapid performance analysis 
of large supply chain networks, leading to their efficient design. The dynamic models are 
based on Petri nets and queueing networks. The models capture the suppliers, the logistics, and 
the distributors in an integrated way. 

First, we compare two different production planning and control policies, the make-to­
stock and the build-to-order systems, using generalized stochastic Petri net (GSPN) models. 
The investigations reveal interesting insights into the dynamics of supply chains and the trade­
offs involved when choosing a production planning and control policy. We also use integrated 
queueing and Petri net models2 for solving the decoupling point location problem. The decoup-
1ing point in the supply chain is that facility from where all finished products are assembled to 
confirmed customer orders. All facilities upstream of this point produce material to stock. 
While deciding on this decoupling point, one has to tradeoff between inventory holding costs 
and customer order delay costs. We show how the decoupling point shifts along a pipeline type 
of supply chain when the ratio of the above costs varies. 

Next, we present queueing network models for analysis at an aggregated level, for the en­
tire supply chain. We also propose a new method of approximate analysis of a class of fork­
join queueing (FJQ) networks relevant for supply chain modeling. Specifically, we consider an 
FJQ system with deterministic arrivals and nom1ally distributed processing times. Our method 
makes use of an earlier result on the maximum of n nmmally distributed random variables to 
obtain a fast and accurate estimate of the mean waiting time at the fork-join station. We present 
interesting applications of this analysis in the context of supply chains like setting service lev­
els in a two-echelon make-to-stock supply chain, detennining delivery reliability and some 
logistics ownership decisions. 

2.2. Sequencing and capacity planning 

We fommlate and solve the integrated sequencing and rough-cut capacity planning problem 
for the entire supply chain. The resulting nonlinear programming problem has as objective the 
weighted sum of squared tardiness and squared earliness of customer orders. Capacity con­
straints limit the allocation of orders to the facilities, while the product structure required for 
each customer order is captured by the precedence constraints. We use L~grangian relaxation 
to solve the problem. With certain modifications to an existing approach;' we show how our 
method provides an efficient solution to this important problem. 

2.3. Dynamic scheduling 

For dynamic, integrated scheduling of supply chains, we propose the use of innovative sched­
uling policies called fluctuation smoothing policies,4 employing the modeling framework of 
multiclass fork-join queueing networks. These policies are shown to reduce the mean and vari­
ance of supply chain lead times appreciably, by means of extensive simulations. 
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3. Conclusions 

This work has made several original and innovative contributions to the area performance 
analysis and scheduling of integrated manufacturing supply chain networks. These include: 

1. GSPN models and their analysis, for performance evaluation of various inventory con­

trol policies. 

2. A new approximation approach for analyzing fork-join queueing networks with infinite 
buffer sizes and no blocking. (Our results here can find applications in numerous other 
systems that use fork-join primitives, like in computers and communication systems, 
factory floors, etc.) 

3. A new method for solving the customer order decoupling point location problem using 
integrated queueing and Petri net model. 

4. Formulating the static deterministic sequencing for the entire supply chain, and rough­
cut capacity planning problem. We use Lagrangian relaxation to solve the resulting con­
strained nonlinear optimization problem. 

5. Applying certain innovative scheduling policies, called the fluctuation smoothing poli­
cies (originally applied in the context of re-entrant lines), to the integrated supply chain 
to reduce the mean and variance of total supply chain lead times. 

We consider the integrated supply chain network for modeling, instead of just the factory 
floor or logistics operations in isolation. The speciality of our models is that we have decom­
posed the supply chain explaining the various interfaces and incorporated them into all our 
models. 
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Vibration analysis of randomly parametered frame structures with non-gaussian inho· 
mogeneities using Monte Carlo simulations by Subarna Bhattacharyya 
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1. Introduction 

Vibrati?n ~nalysis of engineering structures having random inhomogeneities in their system 
properties 1s an active area in structural mechanics research. A major recent development has 
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been the generalization of finite-element structural analysis procedures to include the effects of 
system stochasticity. Research work on these problems carried out in our depa11ment over the 
last few years has resulted ir: the development of a method to analyse the dynamics of skeletal 
structures using stochastic dynamic stiffness matrices. The dynamic stiffr:ess coefficients for a 
ger.eral beam element have been developed using variational methods employing frequency­
dependent shape functions. Specifically, the objectives of this work are two fold. The first ob­
jective encompasses the modeling and simulation of system properties as nongaussian random 
fields. Parametric studies were carried out to investigate the effect of various nongaussian sto­
chasticities in the system properties on the response statistics of structure using dynamic stiff­
ness matrix methods. Secondly, we explore the field of reliability assessment of simple ran­
domly parametered structures in vibration environment employing advanced Monte Carlo 
simulation methods like importance sampling techniques. The emphasis here is to compute 
very low failure probabilities using specialized simulation techniques. 

2. Dynamic stiffness coeil'idents of random beam elements 

The direct dynamic stiffness method provides a powerful tool to carry out an exact harmonic 
stochastic steady-state response analysis of skeletal structures. A generalization of this ap­
proach to deal with skeletal structures with stochastic parameter variations has been recently 
proposed by Manohar and Adhikari 1 and Adhikari and Manohar.2,3 The work reported in this 
paper builds on the earlier works of Manohar and Adhikari and aims to develop strategies to 
model dynamic stiffness coefficients of a beam element taking into account the nongaussian 
features of the system property random fields. Towards this end, we begin by considering the 
harmonic response of an Euler-Bernoulli beam element which rests on an elastic foundation. 
Issues on modeling of the flexural rigidity, mass density and elastic modulus as nongaussian 
random fields are considered next. The moments and probability distribution function of the 
dynamic stiffness coefficients are surveyed by varying models for nongaussian distributions 
and correlation lengths of the system property random fields. Subsequently, statistics of the 
forced vibration response spectra are studied for a few skeletal structures using the stochastic 
dynamic stiffness matrix approach. 

3. Governing equations 

A 2-dimensional beam element having 4 degrees of freedom is considered in this study. We 
consider only the t1exural deformation of the beam and we assume that the axial forces are too 
small to affect flexural deformations. The behaviour of the beam is taken to follow the Euler­
Bernoulli hypotheses and the beam is taken to rest on Winkler's elastic foundation. The gov­
erning field equation of motion under these assumptions is given by 

Here, Y(x, t) is transverse flexural displacement, EI(x), flexural rigidity, m(x), mass per unit 
length, k(x), elastic foundation modulus, ell strain rate-dependent viscous damping coefficient 
and c2, velocity-dependent viscous damping coefficient. The quantities k(x), m(x), and E/(x) in 
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this study are modeled as homogeneous random fields having the forms k(x) = ko[l + .sLf;(x)], 

m(x) = m0[1 + Ez{2(x)] and El(x) = Elo[l + Eff3(x)], respectively. Here, ko, mo and Elo denote, 
respectively, the mean values of k(x), m(.1.:) and El(x), 0 < Ei << I (i = l, 2, 3) are deterministic 
constants and the random fieldsfi(x) (i = 1, 2, 3) are taken to be jointly homogeneous with zero 
mean and have covariance R;j(~). The following additional restrictions are taken to apply on 
the random fieldsfi(x) (i= 1, 2, 3): (a)fi(x) (i= 1, 2, 3) are mean square bounded, h(x) is 

twice differentiable in a mean square sense which in turn requires that C3"'R3,(.r,, .'dl dx12dx~ 
must exist for all x1 and x2 in the interval (0, L) and (c)j,(x) for a specified deterministic func­

tion g(x), which is bounded and continuous in (0, L), integrals of the type f,~ g(.rJ.t; (x)dx exist 

in a mean square sense; this requires that g f~lg(x1 )g(x2 )Rii(x 1 ,x2 )1d'.:1d\2 < = (i = L 2, 3). 

4. Nongaussian random field models for fi(x), (i = 1, 2, 3) 

In addition to the smoothness and homogeneity requirements mentioned in the previous sec­
tion, the random fields j;(x), (i = 1, 2, 3) also need to satisfy the requirement that 
P[l + if;(x):::; 0] = 0, (i = 1, 2, 3). This follows from the fact that the system properties El(x), 
m(x) and k(x) are strictly positive. It is clear that the gaussian models do not satisfy this 
requirement since a gaussian variate has a range from -oo to +oo. This drawback can be 
overcome by adopting strictly positive nongaussian distributions with finite bounds on 
the random variations. What appears currently practicable is to specify the first-order probabil­
ity density function and the cova..riance function. Alternatively, it is still more likely that it 
may be possible to only deduce bounds on the random fields and to estimate the covariance 
function. 

Letf(x) be a system property random field. We consider the situation in which the range (a, 

b), mean and the covariance function RtJ(~) are specified. This infonnation in itself is inade­
quate to simulate samples of f(x). The least we need to know is the first-order probabiiity den­
sity function pp(j; x) of f(x). In the present problem, maximum entropy principle is used to find 
out the probability density function of a random variable when all we know about the variable 
is its mean, variance and bounds. Let m and d be the mean and variance of f(x), respectively, 
and letf(x) be bounded between [a, b]. We then maximize the entropy function subject to the 

constraints f~pF(f)df=l, f~jpF(f)df=m and f~(f-m) 2 pp(f)df=a 2 and obtain the 

desired probability density function as 

PF(f) = Aexp[-~J- A~f 2 ],a< f <b. 

Here, A, ~ and .A2 are the constants to be detennined from the constraint equations. 

5. Numerical results 

Using the above equation for probability density function along with the desired expression for 
the autocorrelation function, three different models for system property stochasticities agreeing 
at the mean and covariance level but differing in probability density function have been simu­
lated using existing methods of simulation. The stochastic dynamic stiffness matrix for a gen­
eral random beam element resting on random elastic foundation has been evaluated. Con-
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FrG. 1. % difference in standard deviatio:1 of amplitude 
of octahedral shear stress at the midpoint of be~m for 
different pdf models for system property random fields. 

sequently, the stochastic dynamic stiffness matrix so obtained has been used to obtain the har­
monic steady-state response as well as transient response of a few skeletal structures within the 
framework of stochastic finite-element method. As an illustration, let us consider the following 
examples. 

We consider a single span-propped cantilever beam resting on an elastic foundation, sub­
jected to a harmonic moment at the propped end. The parameters are as follows: mean mass 
density. mo = 0.088 kg/m, mean flexural rigidity, E/0 = 0.7787 Nnl, mean elastic foundation 
modulus, ko = 2.7037 N/m:, strain rate-dependent viscous damping coefficient, c1 = 0.95 s, 
length of beam, L = 0.6 m, and magnitude of moment, P = 1.38 Nm. The response variables of 
interest here are the displacem~nts and octahedral shear stresses. In Fig. 1, the effect of system 
property nongaussianity on the standard deviations of stresses is shown. 

6. Importance of sampling technique in reliability assessment 

A preliminary study on the reliability of structures in vibration environment is carried out us­
ing adaptive importance sampling technique in conjunction with the stochastic dynamic stiff­
ness matrix approach. However, this study is conducted with random variable models having 
identical nongaussian probability density functions as before. The method is computationally 
efficient as is evident from the table of results below. The crossing of a threshold stress level in 
the first example considered has been taken as the failure criteria and the probability of failure 
has been evaluated using the above-mentioned technique. 

Table I 
Results of adaptive importance sampling for computation of 
probability of crossing the threshold stress for different ran­
dom variable models of system stochasticities 

P[T>P] Model 1 (P) Model2 ('J"l') Model 3 (P) 

1.2E-03 0.812E+08 0.824E+08 0.836E+08 

4.5E-05 0.900E+08 0.920E+08 0.951E+08 

6.7E-07 0.988E+08 1.05E+08 1.236E+08 

0.2E-09 1.164E+08 1.609E+08 1.630E+08 

9.7E-ll 1.340E+08 1.70E+08 1.806E+08 

2.36E-12 l.604E+08 2.02E+08 2.31E+08 
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7. Conclusions 

A class of nongaussian models for flexural rigidity, mean density and elastic modulus are pro­
posed based on the principle of maximum entropy. These models are constructed with the 
knowledge of the range of stochastic variations, mean and covariance function of the random 
fields. Within the framework of this modeling strategy, it has been possible to construct alter­
native random field models which possess identical mean and convariance functions. Further­
more, computer programs to generate samples of these random fields have been developed and 
validated. A procedure for discretizing nongaussian random fields using dynamic weighted 
integral approach has been proposed. This involves the use of maximum entropy principle in 
conjunction with elementary principles of interval algebra. The numerical results obtained 
demonstrate that the differences in first-order probability distribution of the system property 
random fields is of the same order as that produced by differences in correlation lengths of the 
system stochastics. This indicates the need for accurate modelling of the auto correlation func­
tions and the first-order probability distributions of the system properties. Advanced Monte 
Carlo simulation methods such as adaptive importance sampling methods are powerful tools 
for the estimation of failure probabilities in harmonically vibrating systems. Further studjes on 
these method merit serious considerations. The use of reduced simulation methods with gaus­
sian approximations for dynamic weighted integral lead to acceptable estimations of mean and 
standard deviations of the response variables. 
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Critical cross power spectral density models for earthquake loads on multi-supported 
structures by Srinivas Chennapragada 
Department: Civil Engineering 
Research supervisor: Dr M. Sekar 

1. Introduction 

Earthquake load modeling has remained as an active area of research in the field of earthquake 
engineering over the last few decades. In the study of earthquake response analysis, structures 
can be considered as being singly or multisupported. Examples for the first class of structures 
include chimneys, towers, liquid storage tanks and rnultistoreyed buildings. In this class of 
problems, the lateral dimensions of the structure are small in comparison with the characteristic 
wavelength of seismic waves. Thus, all points of the structure, which are connected to the 
ground, are taken to be acted upon by the same earthquake ground motions. In the second class 
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of problems, the stru.cture is supported at distances which are comparable to the characteristic 
seismic wavelength and consequently the supports suffer differential ground motions. These 
types of structures can either be land based or they can be parts of a bigger primary system. 
Examples for land-based structures include long span bridges, large dams, petroleum pipelines 
and those for secondary systems include stairways, piping networks and multispan rotors. In 
recent years, it has been shown that resultant response due to multisupport differential support 
motions can exceed the response in structures with uniform support motions. The treatment of 
earthquake loads as being spatially varying requires the loads to be modeled as a vector of time 
histories. Thus description of multisupport excitations requires information, not only on time 
and frequency content of individual components, but also additional information on phasing 
and time lag effects of the excitations need to be provided. 

2. Present study 

The work deals with seismic response analysis of industrial piping systems. The study reported 
herein is an extension to recent work done in our department. 1

-4 We model the piping with an 
Euler-Bernoulli beam as shown in Fig. 1 which is supported at the two ends through discrete 
springs and which is acted upon by a pair of differential earthquake ground accelerations u(t) 

and v(t). 

The equation of motion for this system can be shown to be given by 

with the bounda.""Y conditions 

EIY""(x,t )+ mY(x,t )+ cY(x,t )= 0 

Y"(O, t) = 0 Y"(L, t) = 0; 

EIY"'(O, t) = -k1 [Y(O, t)- u(t)]; 

E!Ym(L, t) = k2[Y(L, t)- v(t)]. 

The beam is assumed to be at rest at t = 0 which would mean that 

Y(x, 0) = 0 and Y(x, 0) = 0. 

(l) 

(2) 

(3) 

In the above equations, El is flexural rigidity, m, the mass per unit length, L, the length of the 
beam, c, the viscous damping coefficient and ki (i = 1, 2) are spring constants. The PSD matrix 
of the input processes is given by 

(4) 

Fro. 1. Piping structure modeled as an Euler-Bernoulli 
beam with random support motions. 
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The diagonal terms in this matlix represent the auto-PSD functions vvhi!e the off-diagonal 
tenns ar~ the cross-PSD functions. The cross-PSD functions are complex valued and they can 
also be written in the alternative form 

(5) 

where if>uvCro) is cross phase between input processes. The auto-PSD functions S"u(ro) and S,.,.(w) 
for the ground accelerations ii.(t) and v(t) are taken to be given by the following equations. 

rl+4~:{ ~ n , 
S"',(w) = S, (l-(__JQ_J2

]
2 +(

4
r
72 

(-"2__)2 JJHr(w)J : 
w 1 g!J w 1 

g \ g 

(6) 

(7) 

The filter function lHr( w)l is designed to suppress this undesirable singularity. 

3. Nonstationary vector critical random excitation models fo:r linear structures 

The support motions are taken to be nonstationary gaussian random processes of the fonn 
ii(t) = e1 (t)s1 (t), ii(t) = e2 (t)s2 (t). Here, e1(t) and e2(t) are deterministic envelopes and s 1(t) and 
s2(t) are jointly stationary gaussian random processes with auto power spectral density func­
tions SuuCW) and Svv(W). The deterministic envelope is taken to be e1(t) == e2(t) = e{t) = (exp(­
y1t)- exp(1'2,t)). The parameters Yl and 12 in this model control the shape of the enveloping 
function: thus, for example, with Yi = 0.13 and Y2 = 0.45, one gets an earthquake ground motion 
which lasts for about 30 s and which peaks around 5 s. The governing equation ( 1) constitutes 
a homogeneous linear partial differential equation with inhomogeneous time-varying boundary 
conditions. The traditional solution procedure based on nonnal mode expansion is not applica­
ble to solve this equation, since the boundary conditions are time varying. Hence, by applying 
Mindlins and Goodman approach, the solution for the force in the left spring has been pro­
duced. 

4. Stationary vector critical random excitation models for nonlinear structures 

The support motions are u(t) and v(t) are taken to constitute a vector of zero mean, stationary 
gaussian random processes with psd matrix as given by eqn (4). The springs are taken to be of 
Duffing type, that is, they possess cubic force-deflection characteristics. The governing equa­
tions of motion for this system are given by 

EI Y""(x, t )+ mY(x, t )+ c Y(x, t) = 0 (8) 

with boundary conditions 
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Y"' t) = -k,[Y(O, t)- -a [Y(O, t)- u] 3 ; 

<L!):::: k2[Y(L, t)- v] + a [Y(L, t)- v] 3; 

}"' t) = 0 Y'(L, t) = 0; 

and initial conditions as .= 0, 1\x, = 0. Here, El is flexural ridigity, m, the mass per 
unit length, c, the \'lscous dampmg coefficient, k1 and k2 are linear spring rates and a is nonlin­
ear spring rate. [t may noted that the above governing equation of motion constitutes a 
nonlinear partial differential equa:ion with randomly time-varying boundary conditions. The 
field equation here is linear but the nonlinearity enters through the boundary conditions. As the 
exact solution to this type of problems is currently not possible, one has to follow approximate 
analysis procedures or digital simulation strategies. We developed an approximate response 
analysis strategy which enables the determination of steady-state response statistics and to 
evaluate the acceptability of this approximation via Monte Carlo simulations. By applying the 
method of equivalent linearization, we replace the nonlinear springs by a pair of equivalent 
linear sptings 'With sprh:g rates fJ, and f3> The field equation governing the behavior of the 
equivalent linear system is identical to eqn (l). However, the boundary conditions now get 
linearized and are modified to read 

ElY" (0, t) = -fJ1[Y(O, t)- u]; 

ElY" (L, t) = ~[Y(L, t)- v]; 

y'' (0, t) ::::: 0; 

Y" (L, t) = 0. 

To determine the equivaient linear spring rates ,B1 and f.h, we demand that the average steady­
state potential .:nergy stored in the nonlinear system and the linearized system are the same. 
Consequentiy. the equi ,·alent linear parameters /31 and ,B2 are obtained as 

(3 k 
3 0 = · +-acr· 

1 1 2 Z1' 

{3 k 
3 , , = :, +-acr~. . . 2 ., (10) 

Here, cr'
1 

and cr", arc variance of relative displacements z1(t) = [Y(O, t)- u(t)] and z2(t) = [Y(L, 

t)- l'(tJ] in left and right springs, respectively. It must be noted that the equivalent spring 

rates fJ1 and /32 are functions of cr:
1 

and a:,, which, in tum, depend upon f3r and /3?.. In other 

words, eqn ( 10 J represents a pair of nonlinear equations for /31 and /32. To determine the 
equivaient parameters [3 1 and f32, we first obtain the PSD functions for the processes z1 (t) and 
Z2U). This is done by carrying out a stationary response analysis of the equivalent linear system 
using dynamic stiffness matrix formulations. The accuracy of the approximation in lineariza­
tion is assessed by using results from Monte Carlo simulations. Also, we consider the problem 
of response analysis when the input is partially specified. Specifically, we assume that the 
auto-PSD functions of the excitation components is known while the CPSD functions are not 
known. The problem of determining the critical and most favourable CPSD functions which, 
respectively, produce the highest and lowest steady-state response variance is considered. 
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5. Numerical results and conclusions 

In the numerical work, it is assumed that extemal diameter Do = 0. l m. internal diameter 
D

1
= 0.072 m, mass density p = 2700 kg/m3

, Young's modulus E = 2.1e5 N/m:! damping con­
stant C = 63.0 N-s/m2, spring stiffness k1 = k2 = 1.767e5 N/m and length L = 8 m. The nonlin­
ear spring rate a 1 and a 2 are taken to be in the range of 2.0E + 06 to 4.0E + 06. 

It has been demonstrated that the response variance is significantly influenced by the 
choice of the cross-PSD functions. The earthquake ground motions are modeled as a vector of 
nonstationary gaussian random processes. The spatial variability of the ground motions is 
characterized in terms of cross-PSD functions. The method of equivalent linearization has been 
developed to analyze the response of a nonlinearly supported beam subjected to stationary ran­
dom differential support motions. The response analysis is based on the use of beam dynamic 
stiffness matrices. An iterative method to evaluate the equivalent linear parameters has been 
developed. The pedonnance of the approximations made is assessed by conducting digital 
simulation studies based on finite-element method. Satisfactory agreement between theoretical 
and simulated results has been demonstrated over a wide range of system parameters. The na­
ture of cross-PSD functions which lead to the highest and lowest response variance has been 
established. It is shown that these optimal cross-PSD functions correspond neither to fully cor­
related motions nor to statistically independent motions. Instead, these spectra are dependent 
on system parameters, nature of information available on the input and functions of response 
variables chosen for optimization. · 
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Suppression of ACI in cellular mobile communications by G. Vijay Kumar 
Research supervisor: Prof. A. P. Shivaprasad 
Department: Electrical Communication Engineering 

1. Introduction 

Interference is the major limiting factor in the performance of cellular mobile communication 
systems. The two major types of system-generated interference in cell~lar mobile communica-
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tion systerns are co-channel interference (CCI) and adjacent channel interference (ACI). Co­
channel interference is generally reduced by physically separating the co-channel cells by a 
minimum distance to provide sufficient isolation and ACI is reduced by proper designing of 
the transmitter and receiver filters 1

-
3 and frequency assignment plan such that no two adjacent 

frequencies are assigned to the same cell. Although channel filters in both the base station and 
the mobile unit significar..tly attenuate signal from adjacent channels, severe interference may 
occur under circl!mstances where the received signal level of an adjacent channel greatly ex­
ceeds that of the desired channel. This situation arises often in mobile cellular environments 
due to the distance difference between the mobile units and the base stations. Several DCA 
schemes+-t> have been proposed to improve the quality and carried traffic in mobile cellular 
radio system. Most of these schemes assign channels to calls based on the constraint imposed 
by co-channel interference, and ignore the ACI constraints. Incorporating the ACI constraints 
results in increased call blocking probability. Therefore, it is necessary to develop a new 
scheme which has less call-blocking probability with the desired ACI constraints. Hence, in 
this work, we propose the channel swapping-based dynamic channel allocation (CS-DCA) 
scheme. 

2. Channel swapping-based dynamic channel allocation (CS-DCA) 

The scheme involves swapping the assigned channels from the interfering cells to assign a 
channel for a call request which is about to fail due to ACI constraints. This scheme can be 
applied to any DCA scheme for more efficient frequency utilization. Hence, the scheme is 
called channel swapping-based dynamic channel allocation (CS-DCA). 

Let us consider a cell c. Suppose AV L(c) is set of interfering cells of cell c, ASS( c) is a set 
of assigned channels in cell c, INTF(c) is a set of interfering cells of cell c,fi is minimum chan­
nel separation between simultaneous calls in a cell, and /2 is minimum channel separation be­
tween simultaneous calls in a cell and its adjacent neighbours. Then to swap the channels 
ch 1 E ASS( c), ch2 E ASS(k), where k E INTF(c) to assign the channel ch E AVL(c) in cell c, 

(i) Channel ch 1 should not have been assigned in any of the interfering cells of cell k, except 
in cell c. This is represented by swap constraint 

, . {0 if chl ~ {ASS(j)} where j E !NTF(k), j :¢:. c 
sck ~chl)= 

· 1 otherwise 
(1) 

(ii) Similarly, Channel ch2 should not have been assigned in any of the interfering cells of 
cell c, except in cell k, which is represented by 

0 
_ {0 if ch2~ {ASS(j)} where j E INTF(c), j * k 

skc (ch ... )-
1 otherwise 

(iii) Channel chl should satisfy the required ACI constraints in cell k. It is represented by 

dckl(chl) ~ 0, dck2(chl) ~ 0 

(2) 

(3) 
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where 
dckt(chl) = min{lchl- il: i E ASS(k), i :;t: ch2} -ft; 
dcdchl) = min{ichl- jl :) E ASS(kl), where /d E lNTF(k), ld :F c}- f].. 

(iv) Channel ch2 should satisfy the required ACI constraints in cell c, and channel ch2 should 
also satisfy the required channel separation with channel ch in cell c. For this. 

where 

dkcJ(ch2) ~ 0, dkc2(ch2) ~ 0, and dla·(ch2) ~ 0 

dkcl(ch2) = min{lch2- il : i E ASS(c), i :;t: chl} -.fi 
dkc2(ch2) = min{lch2- jl :j E ASS(kl), where k1 E INTF(c), k! :F k}-12 
dkc(ch2) = ich2- chi- f1 

and from (iii) and (iv), the frequency separation constraint (FSC) is represented by 

{

0 if dckl ~O,dck2 ~O,dkc! ~0, 

FSCck(ch,chl,ch2) = dkcZ ~ 0, and dkc ~ 0 

1 otherwise. 

Then, the overall cost function Cck for the channel swapping is expressed as 

Cck(ch, chl, ch2) = Sct;(ch1) + Skc(ch2) + FSC.k(ch, chI, ch2). 

(5) 

(6) 

So, if the cost function Cc~;(ch, ch 1, ch2) = 0, channels ch 1, ch2 are swappable such that chan­
nel ch can be assigned in cell c. 

3. Vehicle location in cellular mobile communication system 

In the above section, the frequency separation constraints required for suppression of ACI are 
calculated with the worst-case assumptions (i.e. far-end mobile is at the boundary of the cell 
and near-end mobile is 50 m away from the base station). To further improve the system per­
formance, the mobile location has to be considered while calculating the required ACI con­
straints. For this, we propose a scheme, least square estimation (LSE), to estimate the location 
of the mobile in cellular communication system. Jn contrast to the methods7

' 
8 our scheme uses 

signal strength received from the mobile at three base stations, for locating the mobile and the 
LSE to reduce error. Then a cell is divided into three concentric circular regions (of radii 500, 
1000 and 1500 m) and assuming that the mobile could be in any one of the regions, a fre­
quency separation matrix (F, shown below) is prepared which satisfies the ACI constraints. 

fn J (3 4 5. ~ f23 = 4 2 2 

1~3 5 2 2 

4. Channel allocation using frequency separation matrix 

We consider the DCA95 scheme proposed,9 and obtain a cost function for assigning a channel 
with ACI constraints using frequency separation matrix. For simplicity, we neglect the adjacent 
channel interference from the neighbouring cells. The scheme involves, 



HSc THESES ABSTRACTS 635 

~ Assign the channel that is avaiiable in the smallest number of inteifering cells. 

The allocation cost contribution for the channel ch E A VL(c) for the above statement 
can be expressed as 

CUch) = Lk{Ak(ch)} where k E !NTF(c) and Ak(ch) is given by (7) 

, {1 if chE AVL(k) 
(en)= 

0 otherwise. 

To assign an optimal channel ch E A VL(c) in cell c. cost function for each channel 
ch E A is calculated and the channel, ch, which gives minimum Clc(ch) is as­
signed. 

w Assign the channel that is avaiiable in the smallest number of inte1j'ering cells and also 
satisfy the required frequency separation. 

d1{ch) = min{lch- il: 

d2(ch) =min {lch- il : 

cUch) = min{lch- il: 

i E ASS1(c)}- F[r}[l] 

i E ASS2(c)}- F[r][2] 

i E ASS3(c)}- F[r][3] 

where ASS 1(c) is the set of channels assigned in region 1 of cell c 

ASS2(c) is the set of channels assigned in region 2 of cell c 

ASS3(c) is the set of channels assigned in region 3 of cell c 

F[r][l], F[r][2] and F[r][3] are the lst, 2nd and 3rd elements of the rth 
row of the matrix where r is the region in which the call is arrived. 

The allocation cost contribution for the channel ch E A VL(c) can be expressed as 

(8) 

From eqns (7) and (8), the channel allocation cost function Ceo incorporating the ACI con­
straints can be expressed as 

0.2 
0 ~ dca95 

0.18 dca95aci 
+ dca95swap 

0.16 . dca95fsm " e;. 
0.14 < dca951smswap 

.~ :a 0.12 
"' ""' 0 

0.1 0: 
§" 

0.08 
~ 
£ 0.06 (0 

0.04 

~---==~:::::::..::"'::---::7--:7;'-;:.5:---:;--~8.5<~9 FIG. 1. Blocking probability (Pb) vs carried traffic (Erl/ 

carried Traffic ErVCell cell) for scheme DCA-95. 
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(9) 

To assign an optimal channel ch E AVL(c) in cell c with ACI constraints, overall cost function 
for each channel ch E AVL(c) is calculated and the channel, ch. which gives CJch) = 0 is as­
signed. Otherwise, optimal channel is not available and the can is blocked. 

5. Conclusion 

Performance of the channel swapping-based dynamic channel allocation (CS-DCA) using fre­
quency separation mat.rix (FSM) in tenns of call-blocking probability (P;,) at different canied 
traffics has been studied using computer simulation. It is observed that the proposed scheme 
reduces significantly the call-blocking probability (Fig. 1 ), while meeting the desired ACI con­
straints. 
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Formation of cream in emulsions by A. V. Ganesh 
Research supervisor: Dr Sanjeev Kumar Gupta 
Department: Chemical Engineering 

1~ Introduction 

Emulsions are liquid-liquid dispersions stabilized by surface-active agents called surfactants. 
The dispersed phase drops are typically of the order of 10 }.tm in size. Emulsions have a wide 
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range of applications from medicinal and food products to explosives. Emulsions, in their ca­
pacity to retain the two phases in the original form, have a peculiar exposition of characteris­
tics of both phases. 

These emulsions often warrant storage. Even though emulsions are stabilized bv surfac­
tants, they have a finite sheif-life. Naturally, longer shelf-life is always desirable. The ~helf-life 
can be improved only when the mechanisms dictating the breakdown process of emulsion are 
understood. The breakdown can be predicted only after understanding all the subprocesses 
invoived. The present work is an attempt to understand one of the subprocesses of the break­
down of emulsion, namely, formation of cream. 

2. Objective 

Typically, when a freshly prepared uniform (polydisperse) emulsion is left undisturbed. the 
dispersed drops being lighter than the continuous phase migrate due to buoyancy and collect 
(and pack) at the top of the container to form cream. The present work aims at prediction of the 
spatial and temporal drop size distribution in the cream. 

3. Model development 

Consider a freshly prepared emulsion stored in a container in which the drops are creaming. 
The governing population balance equation has been derived for the creaming process based 
on number balance. The creaming dynamics which governs the formation of cream is charac­
terised by the hindered creaming velocity of drops. The hindered creaming velocity, required 
in the convective term of the balance, was estimated by extending the experimental correlation 
for the creaming velocity of drops in monodispersed emulsion 1 to a multidisperse system.2 The 
final set of the model equation is very complicated, hence an alternative approach has been 
adapted to solve them. 

The continuous population was discretized into fine bins and population in each bin was 
represented through a representative volume. The governing integro partial differential balance 
equation was then simplified to balance the equation for population of drops in every bin. 

Many modes of creaming are possible based on the Kynch's theory3 for sedimentation in 
monodisperse suspensions. Simple settling is the simplest mode which normally exists only for 
very dilute dispersions. In this mode of settling, the information flows in only one direction 
and discontinuities separate zones (layers) having different compositions of drops. The govern­
ing differential equations thus reduce to simultaneous nonlinear algebraic equations. Typically, 
if layer 0 represents cream containing all the sizes, the layer just below the cream, called layer 
1, contains moving drops of all the sizes. The layer below layer 1, layer 2, contains drops of all 
the sizes except the largest drops which have already creamed off into layer 1. In this manner, 
n layers can be tracked and below it will be the clear fluid. 

The governing equations can be solved to capture the complete creaming dynamics and the 
spatial and temporal drop size distribution in the cream on knowing the initial distribution and 
the experimental parameter, the maximum total volume fraction in cream. 
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4. Solution methodology 

4.1. Simple creaming 

Standard methods like the Newtol) method and multidimensional bisection were attempted to 
solve the algebraic equations. As there were sharp continuities in the function to be solved, the 
Newton method failed. The multidimensional bisection turned out to be computationally very 
expensive. As none of the standard methods could be used, the nonlinear algebraic equations 
were then simplified using suitable substitutions into a single equation in terms of the total 
volume fraction in a particular layer. 

4.2. Complex creaming: Generalized equations 

The generalized model equations were solved to capture all the other modes of creaming. Solu­
tion of generalized simultaneous nonlinear hyperbolic partial differential equations was at­
tempted using analytical, semi-analytical and numelical techniques. 

It was found that the analytical techniques failed as the family of the characteristics could 
not be decoupled purely analytically due to the nonlineality of the equations. A semi-analytical 
method was attempted by numerically estimating the transformation operator at each time and 
at all physical locations (grid P?ints). The reverse transformation was difficult as the character­
istics belonging to a particular family could not be tracked. It was also found that the second­
order Lax-Wendroff finite difference scheme could not even predict the dynamics of the 
creaming process which dictates the packing of drops in the cream. The third- and fourth-order 
schemes4 were found to predict both the dynamics and the drop size distribution in the cream. 
These schemes are dispersive in nature and also become numerically unstable at (i) low vol­
ume fractions, and (ii) when discontinuities propagating in the opposite directions meet or after 
sudden introduction of time discontinuity. 

5. Experiments 

A 40 mm diameter cylindrical column of 1000 mm length was fabricated with a slit of 2 x 
200 mm along the wall of the column for sampling. The slit was sealed with a self-curing seal­
ant. Experiments were performed using a nonsurface active dispersed phase paraffin oil and 
glycerol-water mixture as continuous with sodium lauryl sulphate as surfactant to measure 
the drop size distribution in cream as a function of height and time. Emulsion was prepared in 
a mixer with impeller of Rushton type (55 mm diameter with 6 blades each of 10 x 20 mm). 
A closed type baffle was used to ensure minimal air trap. The emulsion was prepared in 
the vessel at known speed for about 120 min and was then immediately transferred into the 
column and was allowed to cream. Samples were withdrawn from the slit at various time steps 
at various heights while the cream formation was continuing. The height of the cream and 
the serum layer (liquid at the bottom with no oil droplets in it) formed were also monitored. 
The creaming was assumed complete when the height of the cream remained unchanged for a 
long time. 

A few drops withdrawn from the sample were placed on a slide and viewed under micro­
scope under different magnifications. Pictures were then taken using a video grabber. The dia­
meter of the bubbles in the grabbed picture was measured using Sigma Scanpro Image Analy-
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sis software (Jandel). The drop size distribution was then estimated by making suitable trans­
formation of the measured raw diameter data. 

6. Results and discussion 

6.1. Simple creaming mode 

The equations showed that the velocity of the smaller drops can become negative under certain 
conditions. Another interesting feature was that when the large drops cream off (because they 
move faster). the smaller drops left behind get concentrated. This could lead to a technique to 
concentrate particles without requiring them to settle completely and then resuspending them. 
These features are explained in detail for creaming of bidisperse emulsion. The nonlinear alge­
braic equations were solved for the initial drop size distribution obtained from the experiments. 
The model qualitatively predicts the experimental data, but overpredicts the creaming velocity 
and therefore predicts creaming to be faster than that observed experimentally. 

6.2. Complex-creaming mode 

The predictions were verified with the experimental data5 reported in the literature for volume 
fraction profile at various times for a mono- and tridispersed emulsion. The model qualitatively 
predicts the volume fraction profiles. Further, it was found that the predictions could reflect 
two of the complex modes of creaming suggested by Kynch3 theory of sedimentation. The 
model was also able to track the second kind of discontinuity that is likely to be operational at 
high volume fractions. 
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Graph algorithms for loss minimization through feeder reconfiguration by S. Kartik 
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1. Introduction 

Utilities are introducing distribution automation (DA) to remotely monitor, coordinate and 
operate distribution network components in real time. One of the DA functions at the customer 
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service level is feeder reconfiguration. Feeder reconfiguration entails altering the topological 
structure of the distribution feeders, by remotely controlling the on/off status of these tie and 
sectionalizing under both normal and abnormal operating conditions. The benefits of feeder 
reconfiguration include restoring power to outaged portions of a feeder in a timely manner, 
relieving of overloads on feeders by shifting load in real time to adjacent feeders and reducing 

resistive line losses. 

This work addresses methods of detennining the configuration with reduced power losses. 
This is a combinatorial optimization problem. A combinatorial search of all switching opera­
tions is not feasible as the problem is to be solved in real time. Also, complicating the problem 
are the nonlinear nature of the objective function and various constraints such as radiality, volt­
age profile, current capacity of components, etc. 

2. Existing methods of solution 

In recent times, considerable research has been conducted in the area of loss minimization. A 
good overview of these schemes is available in Sarfi et al. 

1 These techniques can be classified 
into the following categories. 

1. Heuristic methods employing empirical formulae: These methods stm1 with an initial 
configuration and attempt to find the optimum switching operations. either one pair at a 
time or more complex switching strategies such as a series of branch exchanges. These 
methods use heuristic rules and/or empirical formulae to assess the loss reduction with 
each switching operation. However, these methods only seek local optimal solutions. 

2. Techniques based on mathematical programming: The various techniques in this set 
formulate the problem, using ideas from mathematical programming such as nonlinear, 
linear and integer programming, branch and bound techniques, etc. Although mathe­
matically rigorous, these schemes are too time-consuming and hence arc not viable 
schemes, especially for large test systems. 

3. AJ-based methods: Here techniques like simulated annealing (SA), Tabu search, genetic 
algorithms (GA), artificial neural networks (ANNs) and expert systems based on heuris­
tic rules have been used. However, these methods become cumbersome for systems of 
realistic sizes with the added system constraints. Techniques such as SA. Tabu search 
and GA are randomized schemes which typically require a number of reruns before they 
converge to a reasonable solution. Moreover, ANNs and expert systems are only as ac­
curate as the training examples provided. 

4. Methods based on successive load flow solutions: There have been two alternative ap­
proaches to solution. 

(a) The first approach is due to Shirmohammadi and Hong.2 Here the final radial con­
figuration is obtained using an iterative technique, the initial stage of which con­
sists of closing all the switchgears and solving the meshed network thus created. 
The flows in the respective lines are obtained and the switchable branch with the 
lowest flow is opened, thus creating a network with fewer meshes. The procedure 
is repeated until there are no further meshes in the system. 
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(b) The second approach due to Goswami and Basu3 begins with the prevailing 
network configuration. Here the closure of a switch during each iteration is 
complemented by the opening of another, thereby ensuring that the system is 
radial at the strut and at the end of each iteration. The method begins with one of 
the initially open tie switches and terminates when all the tie switches have been 
considered. 

These methods based on successive network solutions represent the most prom1smg 
schemes of solution so far. A network flow solution has to accompany every opening of a 
mesh. The network solutions however represent a considerable computational burden and are 
infeasible when the number of meshes to be broken is large. 

3. The proposed approach 

Our work begins with the investigation whether it is possible to solve this problem in one itera­
tion alone. We begin with the meshed configuration as in the first approach to take global view 
of the problem as a whole. We establish that it is sufficient to perform only one load flow solu­
tion on the initial meshed configuration and utilize these results alone to choose a set of 
switches to be opened. This is done with a view to perturb the network in the least possible 
from the initial meshed configuration which corresponds to the minimum loss network con­
figuration. In view of this, when the distribution network is represented by means of a graph, 
with the substation transformers and the customer loads representing the nodes of the graph 
and the feeder sections representing weighted edges, the idea of removing a set of line sections 
with low current is topologically equivalent to removing a set of edges in this graph with small 
weight. 

We investigate three graph theoretic schemes for this purpose. 

3.1. Algorithms based on graph partitioning 

Graph partitioning attempts to place heavy weight edges in the pmiition sub-blocks, whereas a 
set of low weight edges form the cutset, i.e. the set of edges cut. A scheme regarding the use of 
graph partitioning has already been presented in the literature by Smfi et al.4 This scheme has 
limitations regarding the choice of the initial configuration and choice of weights. We propose 
an improved scheme which utilizes Barnes' algorithm. 5 However, Barnes algorithm requires 
that the partition sizes be specified a priori. This difficulty is overcome by spectral graph parti­
tioning6 which computes an edge separator from eigenvector components of the Laplacian ma­
trix of the graph. 

Owing to the computation involved in the Laplacian eigenvector, especially in t.he larger 
test cases, we propose a number of methods to compress the graph. The compression tech­
niques discussed include recursively removing the degree one nodes in the graph, removing the 
articulation points7 in the graph and compressing the graph via a maximum weight matching.

8 

We also propose a scheme which utilizes the spectral information, together with the orien­
tation of the currents in the edges to compute a partition. 
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3.2. Algorithms based on maximum spanning tree (MST) 

An MST is a spanning tree of a graph, the sum of whose edge weights is maximum.7
• 
8 This 

scheme can be applied to both the single and multiple transformer test cases. We present two 
alternate approaches9 to constructing an MST. The primal approaches construct the MST edge 
by edge, including appropriate heavy weight edges. The dual approaches begin with the entire 
graph and construct an MST by removing appropriate low weight edges. The latter approach is 
especially useful in test examples, when the number of meshes is small. 

3.3. Algorithms based on optimum branchings 

A branching of a directed graph is a subgraph which has no cycles and where the number of 
edges incident and directed towards each node is at the most one. An optimum branching is a 
branching whose total edge weight is maximum. 10 This scheme exploits the directed acyclic 
(dag) nature of the distribution graphs. This property ensures that we can do away with the 
extra computation required for checking loops in the spanning tree class of algorithms. 

The proposed algorithms have been thoroughly tested by considering a number of test sys­
tems (sizes varying from 11 to 1158 nodes) and comparing their performance with those of the 
existing algorithms. 

A critical assessment of the three schemes, i.e. their relative efficiency, salient features and 
shortcomings, is made with those presented in the literature. 

4. Conclusions 

It is felt that a beginning has been made here to provide a range of potentially very efficient 
algorithms for the loss minimization problem. Both single and multiple transformer cases have 
been considered. It is envisaged that the algorithms developed here would tinct their place, be­
ing very fast and efficient, in the implementation of feeder reconfiguration algorithms in distri­
bution automation. 
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Efl'ects of data pre-processing on transfer function and coherence function computed 
during impulse tests on transformers by V. Jithendra 
Research supervisor: Dr L. Satish 
Department: High Voltage Engineering 

1. Introduction 

Impulse test is considered as an efficient quality control procedure applied to power trans­
former, which can reveal defects in insulation structures caused during manufacture or thereaf­
ter while in service. 1

' 
2 During this test, a transformer is subjected to a special sequence of full 

and chopped impulses, at full and reduced test levels as per existing standards. Then, the as­
sessment is based on interpretation of test data and for this many methods like voltage oscil­
logram method, neutral current method, transferred surge current method, etc. have been in 
use. However, these conventional methods have some limitations such as dependence of output 
response on input excitation, thick trace of oscillograms, etc., which make interpretation rather 
difficult, if not impossible. 

A major breakthrough in data interpretation was achieved with the introduction of digital 
techniques in high-voltage impulse testing and measurements. The main advantage of this was 
the availability of test data in digital form, paving way for the use of signal processing princi­
ples, which led to the development of transfer function (TF)1

' 
2 and coherence function (CFi 

methods. However, the underlying AID conversion process causes signals to be non-ideal. 
Other factors which cause the acquired signals to be non-ideal are noise, interference, sampling 
errors, dynamic nonlinearities within the digitizers, etc. If this raw data are directly used to 
compute TF and CF, it will result in excessive noise and thereby make unambiguous 
interpretation rather difficult. Thus, it necessitates pre-processing of data prior to performing 
any other computation. 

Recognising this fact, many commercial softwares (that nowadays accompany impulse test 
systems) adopt a variety of filtering, windowing, weighting, and threshold procedures, with the 
ultimate goal of producing smooth-looking TF and CF. However, some of these pre-processing 
operations can introduce large deviations in the computed TF and CF. To further complicate 
matters, most softwares are not transparent about operations they perfonn.4 Therefore, it is all 
the more necessary to analyze the influence of data pre-processing operations on TF and CF. 
These were the main motivating factors to initiate this research work. This work focuses atten­
tion on the following issues: 
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0 Investigation of effects due to different factors and pre-processing operations on TF and 

CF. 

e Propose ways of overcoming some of these effects. 

(!) Deduce a procedure for colTect estimation of TF and CF. 

2. Data processing issues in TF 

Post-digital era in high-voltage impulse testing achieved a significant landmark with the intro­
duction of the TF method. The underlying principle of this method assumes transformer as a 
linear time invariant (L TI) system. The TF of a transformer is defined as the ratio of the Fou­
rier transform of the neutral current to the Fourier transform of the impulse voltage. Mathe­
matically, it is given by, 

(l) 

where Y(d~, X(d~ and H(el~ are, respectively, the frequency domain representations of the 
neutral current, y[n], impulse voltage, x[n] and impulse response, h[n]. Even though the above 
equation appears to be a straightforward mathematical operation, it must be emphasized that it 
is defined and valid only when both x[n] and y[n] are ideal. But, in practice all acquired signals 
are non-ideal. This non-ideal nature-of the signal manifests as high-frequency noise, whose 
direct consequence is to alter the shape of the TF. Therefore, TF is a sensitive tool and is influ­
enced by different factors and signal processing operations.4 

In the first part of the thesis, various factors and pre-processing operations like quantiza­
tion, record length, initial delay, windowing, Nicolson weighting, filtering, etc. which can have 
influence on the computed TF are identified. The contributions of each of these operations are 
described by conducting simulation studies with analytical data (these data allowed computa­
tion of an exact TF which was used as a benchmark for comparisons). From this study, it can 
be concluded that a direct comparison of TFs computed with full- and chopped-wave is always 
not possible. The presence of the chopped-wave voltage spectrum will be beneficial for mak­
ing such a comparison more meaningful. The initial delay and chopping action have almost 
similar effects on TF. Both cause periodic oscillations with a period equal to the inverse of 
initial delay or chopping time in the computed TF. The initial delay in signals has significant 
influence on the computed TF when record lengths are less than 4 K. Also, most often the sig­
nals recorded are finite in duration due to memory limitations, which cause truncation of the 
signals. This results in leakage when the frequency spectrum is computed. Different window 
functions were discussed to reduce this leakage effects. The symmetrical window functions are 
not suitable for this application. Nonsymmetrical windows like exponential window, modified 
Hanning window and Nicolson weighting yielded comparatively better results. However, 
Nicolson weighting yields good results, when recorded signals have high truncation values at 
both ends or one of the ends. Suitable low-pass filtering effectively reduces the high frequency 
noise in the calculated TF. All these results are validated with model data ( 4 K length, obtained 
from experiments carried out by using a repetitive surge generator and a model transformer 
coil) and another from an actual test on a transformer, J-data (12 K length) circulated by 
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CIGRE, Working Group 33-03, Task Force 1.1. Thus, it was demonstrated that almost all data 
pre-processing operations have some influence on the shape of TF. Therefore, it is proposed 
that all TF data must invariably include information on the pre-processing performed and 
thereby aid in better evaluation of the impulse test data. 

Nicolson 
Weighting 

Zero padding to 
achieve reasonable 6f 

No 

VOLTAGE and CURRENT 
RECORDS 

Medium record lengths 
between 4 and 16 K 

Nicolson 
Weighting 

Decimate if 
SNR is low 

No 

Very high record lengths 
16 K and above 

Nicolson 
Weighting 

Decimation to 
improve SNR 

Choose among exponentail windowing, modified Hanning wir:dowing 
and low pass filtering depending on the noise levels in the Signals 

FIG. 1. Decision-tree for computation of transfer function. 
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3. Issues in CF estimation 

A new fault diagnosis tool emerging in the field of high-voltage impulse testing is the coher­
ence function (CF). This function provides frequency information at which signals have been 
affected by noise or interference. Though it has proved to be a good tool to check the presence 
of interference effects on records and also for fault diagnosis, it must be emphasized that it has 
not made its existence in real world because of the following limitations. 

• Results in ambiguity when full- and chopped-wave data are pooled. 

~ Influenced by many factors and pre-processing operations. 

The interaction between the various pre-processing operations and computed CF is also dis­
cussed. first with the analytical data followed by the two sets of practical data. In general, the 
effects are more or less similar to those observed in the case of TF. It is clearly shown that 
pooling of full- and chopped-wave data while computing coherence results in low coherence 
values. However, these low values should not be interpreted as due to fault or interference. It 
was observed that coherence is definitely a sensitive tool, and therefore, extra caution must be 
exercised with the data pre-processing. 

4. Decision-trees to compute TF and CF 

Based on the effects of various pre-processing operations on TF, a decision-tree is developed, 
which indicates what processing should be done on signals of different record lengths to 
achieve a good estimate of TF. Figure 1 shows the decision-tree for computation of TF. The 
assumptions made for voltage and current records while developing this tree are as follows: 

• Sampling interval, Ts: 20-50 ns. 

e Desirable frequency resolution in TF, 8f 5-10kHz 

• Record duration, T: 100-500 fLS. 

First, truncation, if any, must be removed and then radix-2 FFT is used to compute fre­
quency spectrum of the signal. If record lengths that are not a power of 2 are encountered, then 
the corresponding records are padded with zeros. After this padding, if any high-frequency 
noise is present in the signal, it can be eliminated by using either exponential window, modi­
fied Hanning window or low-pass filtering depending upon the circumstances. Nevertheless, 
the pre-processing procedure adopted should be clearly made known such that meaningful 
comparison of TFs is possible. · 

A standard impulse test data is considered, i.e. two full-wave impulses (reduced and fun 
levels), two chopped-waves and two full waves (full and reduced levels) to develop the deci­
sion-tree for CF. The decision-tree for CF is shown in Fig. 2. It involves the following steps: 

• Compute coherence for the first set of full waves after removing truncation, if present. 

• Compute coherence of the two chopped-wave records. 

• Compute coherence for the second set of full-wave records, obtained after chopped­
wave tests. 
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FrG. 2. Decision~tree for computation and interpretation of coherence function. 
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• the coherence computed from the first set of full waves is less than unity a limited 
frequency range, then there may be interference or fault. Coherence computed from the 

. second set of full waves is also interpreted in the same manner. 
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e If both these full-wave coherences are unity then coherence computed with chopped­
waves is checked. If the coherence is less than unity and periodic dips are observed, then 
it is due to the differences in chopping times. If this is also unity then coherence is com­
puted by pooling all the impulse test data. 

e If the coherence computed for all the data sets is unity in a limited frequency range, then 
there is no interference or fault. Otherwise, coherence is affected by the chopping action. 

5. Conclusions 

The computation of TF and CF from raw impulse test data poses mathematical difficulties and 
ambiguities with interpretation. This necessitates pre-processing the data prior to any other 
computation. However, some of the pre-processing operations can have significant influence 
on the TF and CF. The effects of various factors and pre-processing operations such as initial 
delay, windowing, Nicolson weighting, chopping, quantization, finite record length, etc. on 
TF and CF are investigated with analytical and practical data. Based on all these results and 
observations, a decision-tree was developed to compute TF for different record lengths. A 
similar tree was deduced for achieving a systematic computation and improved interpretation 
of the CF. 
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Optical tomographic microscope for quantitative imaging of phase objects by N. Jayshree 
Research supervisor: Prof. R. M. Vasu 
Department: Instrumentation 

1. Introduction 

Optical tomography is about the reconstruction of object refractive index distribution n(x, y, z) 
from the optical path delay (opd) measurements f,(x, y, z)ds. A tomographic microscope 1 

for the cross-sectional imaging of fibers and optical waveguides which are non-absorbing 
(i.e. their refractive index distributions are real) is developed. The following problems are 
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FIG. l. The laboratory model of the tomographic microscope. The imaging (0) is a 3x objective. 

addressed: (i) Wavefront estimation through a robust and easily implemented method and (ii) 
Reconstruction of the phase delay data with refraction correction for accurate quantitative es­
timate of refractive index distributions which define the object. We report efficient methods2 to 
solve the intensity transport equation (TIE)3 given by 

k* d/=-V·(N¢) (1) 

which relates the transverse-plane phase ( $) to the rate of change of intensity JJ/Jz, along the 
axis to obtain <P(x, y) from JJ/Jz. Here k is the propagation vector. A first estimate of the re­
fractive index distribution of the object is obtained by using the convolution back projection 
(CBP)4 algorithm on the measured phase delay data under the assumption of straight line 
propagation of the optical ray. However, since light under geometrical optics approximation 
travels along Fermat's path through a refracting medium, improved quantitative results of the 
reconstructions are obtained by the use of generalized X-ray tomography algorithms which 
incorporate correction for refraction. 5 

2. Data gathering and experimental set-up 

The experimental set-up is shown in Fig. 1. Light from Laser L, after passing through a combi­
nation of static and rotating diffusers (SD and RD), is collimated by lens L2 and provides 
illumination to the object, a multimode fibre immersed in toluene of refractive index 1.493 at 
0.633 !l· We have used two different samples of graded-index fibres as test objects. For 
the first ncore = 1.51 and ncladding = 1.4805. For the second fiber, Dcore = 1.45 and llcladcting = 1.44. 
The microscope objective (0) mounted on a translation stage is used to image plane E onto 
the CCD array at the image plane I which is connected to a computer. Designating plane E 
as the z = 0 plane, we gathered two intensities I(x, y, z = 0) and l(x, y, z = &) corresponding 
to plane E and one adjacent to it at z =&,where & was typically of the order of 200 microns. 
From these two intensities, dlldz is approximated as [l(x, y, 0) -l(x, y, &)]/&. In the case of 
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FIG. 2. Phase reconslructed from intensity measurements at plane E of Fig. 1, when TIE is solved using Fourier har­
monic expansion. (a) firsl fibre, (b) second fibre and (c) third object (!hree-fibre arrangement). 
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FIG. 3. Reconstructed cross-sections of the test objects. (a) first fibre, (b) second fibre and (c) third object. 

fibres, only one set of measurements was needed because of radial symmetry. However, in the 
case of the third test-object which does not have this symmetry (three fibres placed at the verti­
ces of a triangle), we took 36 sets of intensity data covering a range of 180° around it in equal 
increments. 

3. Results 

We solved the TIE by (i) reducing it to a Poisson's equation through a uniform intensity as­
sumption which is solved using a digital cosine transform,6 (ii) using an iterative procedure 
after converting it into a finite difference equation7 and (iii) directly using Fourier harmonic 
expansion. Figure 2 gives the phase reconstructed from the three test objects using method 
(iii).8

• 
9 

We have inverted the above phase delay data using standard CBP algorithm and used it as 
the first estimate to the iterative loop for refraction correction. Plots through the centre of the 
refraction-corrected reconstructions of the two fibres are shown in Figs 3(a) and (b), respec­
tively. The reconstructed peak ncore are 1.505 and 1.4525 and ncladding 1.48 and 1.446 for the 
first and second fibres, respectively. The parabolic profile of the core is recovered in these re­
fraction-correlated reconstructions. Figure 3(c) is the cross-section of the three-fibre object. 

4. Conclusions 

We have described the use of TIE tO recover the phase data from intensity measurements. It is 
observed that the phase reconstructions obtained without the restriction of constant intensity 
assumption and incorporation of refraction correction in the tomographic reconstruction algo­
rithm yield reconstructions that are more accurate. 

The major advantage of the TIE-based phase reconstruction is that the phase obtained is not 
restricted to principal values and unwrapping, which usually introduces errors, is not needed. 
The limitation of the TIE is because of paraxial approximation used in deriving it. Hence, the 
phase reconstructed cannot be accurate and is limited to those objects which are 'weakly re­
fracting'. We do not expect to encounter nonparaxial rays in tomographic data gathering. 
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Segmentation and parameter assignment in constructing continuous model from discrete 
representation by Arpan Biswas 
Research supervisor: Prof. G. Gurumoorthy 
Department: Mechanical Engineering 

1. Introduction 

This work deals with the problem of constructing the continuous/smooth representation of a 
solid from its discrete representation. Representation in the form of point and mesh of triangles 
is referred to as discrete representation of the solid. Three steps are involved in constructing 
the continuous representation. The first involves the grouping of points (given point represen­
tation) or triangle (given tessellated representation) in such a way that an appropriate single 
surface can be fitted to the points/triangles grouped. In the second step, a surface (usually pa­
rametric surface) is fitted through the grouped points or the vertices of the grouped triangles. In 
the last step, the connectivity between the different surfaces obtained is identified and the 
faces, edges and vertices are generated. The problem of grouping the triangles for an optimized 
polyhedral representation has been addressed first. A mesh that contains only as many triangles 
as are necessary to represent the underlying geometry within a specified tolerance is referred to 
as optimized mesh. The second problem involves the parameterization of the unordered points 
for interpolating B-spline surface. 

2. Segmentation 

Optimized polyhedral representation is becoming very common in today's industry. In this 
work, an algorithm has been proposed for automatically grouping an optimized mesh into its 
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underlying surfaces. Optimized mesh is associated with a distinct characteristic that is the error 
value based on which it has been optimized. 

To the best of our knowledge no effort has been reported addressing the problem of seg­
mentation in optimized mesh. While detection of the differential property of a surface is more 
difficult with optimized mesh, the error of tessellation used in generating the optimized mesh is 
available. The approach presented here utilizes this information to segment the optimized 
mesh. 

2.1. Procedure of segmentation 

Grouping starts arbitrarily from one triangle and triangles are added incrementally to that 
group. The decision to add a triangle or not is made based on two criteria, the first one is the 
inner angle between the normals of the two triangles incident at a common edge and the sec­
ond one is the chord height error involved in grouping two triangles across their common edge. 
The chord height error is defined as the maximum deviation between a curve on a smooth sur­
face and its linear approximation generated from the polyhedral representation of the surface. 

This chord height error is estimated by passing a curve across the edges of the triangles. 
Geodesic curve has been used for this purpose and is selected as it is easy to trace and captures 
the local normal curvature of the surface. The decision about segmentation is taken based on 
the estimated error and the known error of tessellation. 

2.2. Results 

Two example solids have been used for the validation of the algorithm. These solids contain 
some typical surface characteristics which are common in engineering objects. Figure 1 shows 
the outer cylindrical surfaces segmented by the algorithm. Figure 2 shows that the triangles 
corresponding to the concave region in the periphery are grouped correctly. 

3. Parameterization 

This work also addresses the problem of initial parameterization of the unordered points for 
fitting the B-spline parametric surface. The surface calculation procedure is an iterative one. 
Parameterization of points is necessary to provide an initial guess for the subsequent iterations. 
A good initial guess is highly desirable for obtaining a good result in the subsequent steps. 
Two distinct approaches have been proposed in this work for assigning parameter values to 
points. 

FIG. I. FIG. 2. FIG. 3. FIG. 4. 
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3.1. Literature review 

The schemes proposed by Ma and Kruth 1 and Eck and Hoppe2 are the most significant works 
in this area. Ma and Kruth's work1 is interactive in nature and the success depends largely on 
the decision of the user. The method proposed by Eck and Hoppe2 is suitable for a general sur­
face but this is too complicated for a simple smiace which is homeomorphic to a circular disc. 

3.2. Parameterization 

In the first approach, parameterization is done by projecting the points on a suitable planar 
base surface, that is selected automatically. This approach has been implemented for the class 
of non wraparound surfaces. The second approach works on a mesh of points. In this approach, 
the mesh is considered as a spring system. The parametric values are calculated by energy 
minimization of the spring system. 

3.3. Results 

The surface shown in Fig. 3 has been generated by parameterization with planar base surface 
method, whereas the surface in Fig. 4 has been generated with the spring-based method. The 
parameterization based on planar base surface is suitable for nonwraparound surface whereas 
the spring-based scheme can handle any surface that is homeomorphic to a circular disc. 
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