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1.  ABSTRACT

There are many methods available 1o obtain approximate roots of a given
svstem of nonlinear equation. Newton’s method, method of steepest descent and
iterative method are some of important methods with the help of which one can
improve the accuracy of approximation. A method is presented hers which
involves less arithmetic than Wewton’s and steepest descent methods on the whole.
Moreover, the present method does not demand the evaluation of partial deriva-
tives.

2. INTRODUCTION
Let (X, X3, » - » X,) be the exact root of the system of equations

L= filxg, Xy o w3 =0 [2.1}

for Pw 1,2, 3, «on

Let {x%;, x%*, >+ x,*) be an approximation to the actual solution
(Xi, Xao » =+ Xu)

X%, X%, 2%, - o+ x,* are now each assumed to be functional of

fe S o0 Ju
Le., xF = F (S o f) [2.2]

for feed, 2,3, -8

x* can be expanded with the origin at X; by means of a Taylor’s series.
On retaining the first two terms of the expansion, we have

X=X+ (A NDE[ v ARDE By - -« + AS3BRLY+ - - - [23]

where Afi= —f
for i=1, 2, o~ n

We assume a linear relationship between x* and fi, Jfa, ¢ * ¢ 5 Jar
The partial derivatives 3F;/af; in [2.3.] which are to be evaluated at f;=0
become constants but unknowags as a result of the linear relationship assumed.
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where i 35 some arbiirary small constant,

Then
G (g fo sk oon # ]
S (@ 005 %, e Tk e, 1)
. : i CIST ) L,
1 we substituie &0 0%, « - o oY in [2.3] and taking i =1, we have the
fr & wa

SR A AR TEVA

s+ A SO E D

{2.4]

’v-i}]"fx A j;!(ﬂ._- Fg/’?fz a2 A .f;f“*élfj/afn)

b Xf + {A fz('nﬂ"'SFj/

+ 4 fz("H:"EJF.I/?:fz oo 4 A f,.("H)'BFJ:"Bfn)
2.5}

The syswem of equations comresponding to [2.51 for all valmes of
Fwla 3, 00+ i can be put in one single mairix equation

DU=Y T2 s}
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where

{1 Af-;(” Afzm . Afn (1) }

1 Afx(n Afz(z) v A fn {2)
Do
l‘l Afl(n+l) Ajez(i.‘—l—l) P Aﬁnﬂ)
(XP) xé” x;l) o w e x’(!l)
(2} (2} {2} {2)
X X, X LRI >
y_g i 3 3 {
t":gn-}-!) X§"+l} x§ﬁ+1) P x;nﬂ)
Xy X, Xy v X,

25 3 28 ... oh
DAY th oA
U=+ (

R B N I R
T T R .4
éfn 5“fn E’fn afn
From [2.¢] we have
Ve Dy {27}

provided D is nonsingular,
The first row of D7'Y in [2.7] gives (X5, X2 X3 ¢ - Xo)-

3. One might be inclined to solve the linear system of equations in
{2.6] instead of resorting to find the inverse of D and then finding Dty
Tt is our intention to show that fnding the inverse of D can be exploited ina
better way s0 as to reduce the further work.

We have £, in our earlier caloulations

Let 6, 3 [£OT (3.1
=1

j=1,2, 0o, {m4 1)

Let the value of {¥,, X3, - » + X,) obtained in [2.7] be {x{”, x¥, - - -
x¥) and the values of f’s corresponding to these values of a's be f#N
Then let §;, be the minimum of 6’s found in [3.1}. Then replace the k-~th
row of D and ¥ by
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(. AR AR A where ps?

end (10, 27, 0 oo, w7 Vj=t1,2,3 + ¢, (n+1)

We cali the matrix D in which the k-th row has been replaced by an
snother row as D and the corzesponding ¥ as Yy

D7 = D7 = [1/(3 4 v (v D7) {3.21

. —1
where » is the k-th row of Dy, d; is the A-th column of D7  So, the next
approximation is obtained from DIYY asin [2.7}.

The procedure of Section 3 can be repeated as many times as required
to obiain the required accuracy.

4, When s 1, that is, when f} {x,} =0 has to be solved, the method
described reduces to the well known * method of chords »* or the “ methed
of lnear jterpolation .

Let %" and 24" be the two approximations, Then we have from [2.4]

B O St YN
AP =Xy - OR[N
Thes Xy - ():22} flm—‘ xgi} f](:!})/.'( flu) __J;l(zw)
¢ g -~ X
o S LCEE DI CAE AL Py

So, the metod described is a generwiise. linear interpolation method.

3. CONCLUSION

The method of Stezpest descent! and Newton's method! require the
evaluation of partial derivatives during each cycle of iteration. In problems
where the expressions involve compiicated transcendental functions, the work
involved in finding the partial derivatives is so much, the desire to avoid the
calculation of parial derivatives ofien arises, 1o addition to this, though
the MNewton's method has a better convergence factor if the initial approxima=
tion is close enough to the actual root, the process may diverge if the initial
guess is not good.  Secondly, we have to solve a set of linear simultansous
equations each time during the iterative eycle.  The method which has been
described here doss wnot demand the evalpation of partial derivatives.
Secondiy, the jnverse of the matrix D in {2 6] can be obtained easily from the
procedure of section (3), without acwally resorting to find the inverse, which
saves time and involves lass arithmetic. It is very unusual that inany method,
the fivst cycle gives good enough accuracy. It will be necessary to repeat
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SYSTEM 1 SYSTEM ([
ST et | semrrviet | s v e
ions - —— S — —
x ¥y x y x y * y

] 30 5.0 3.0 ~7”5‘.‘() 3.0 3.0 | 3.0 5.0
1 1.81167 11.1883 1.60000 | 11.400000 189043 3.68688 1.695274 3.63:836
2 1.28088 1L.7191 Lo 0.42758 13.42758 1.30395 3.55565 0.166748 3.919743
3 086639 12,1332 { —53.40888 | 56.40883 0.883815 | 3.62577 | --118.4137 &.659002
4 0.494568 | 12.5054 diverges 0.514820 | 3.71263 ~ 78.94034 - 264.47
5 0.135214 | 12,8648 I 0.129541 | 3.78305 diverges

10 | - 159712 14,5971 —2.61444 3.08303

15 | ~2.25244 15.2524 — 1.6002% 3.28713

20 | ~2.20564 15.2956 - 2.04678 2.77665

22 | —2.29568 15.2957 - 2.03794 2.98269

25 ~ 2.00379 2.99926

30 — 2.00000 3,00000

sucypuby woufuon [0 KONMOS [UILIMAA]

o
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the [ierative procedure several times to Obtain the required accuracy. As
suoh, we find the method described a very useful one in solving a set of
nop-linear equations and especizlly so wheve the partial derivatives ¢an be
ealoulated with much difficuliy,

6. WNUMERICAL BXAMPLE
Twao g lems of equations sre consideresd hern,
Sptem I fi=%5p=13=0, fi =33+ 421 =0
Sstowll: fimd 4y 1520 374912120

The real oot of System T s
(— 2295679336, 15.295679336)

and that of System II are
{~2 3) and {~1.81319376, —3.11646122)

An approximation for both the systems was taken to be (3, 5) and the
regults are piven is Table 6.1,
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