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Abstract

T is shown that the application of the Poincare-Bertrand fermula when made in a sujtable manner
produces the sclation of certain singular integral equations very quickly, the method of arriving at
which, otherwise, is too complicated. Two singular integral equations are considered. One of these
equations js with a Cauchy-type kernel and the other is an eguaiion which appears in the wave-
guide theory and the theory of dislocations.

A different approach is also made here to solve the singular integral equations of the wave-guide theory
and this iavolves the use of the inversion formula of the Cauchy-type singular integral equativn and
reduction to 2 system of Hifbert problems for iwo unknowns which can be decoupled viry easily to
obtain the closed form solutien of the integral equation at band.

The methods of the prescat paper avoid all the complicated approaches of solving the singular integral
equaticn of the wave-guide theory knowr to-date.

Key words : Singular intcgral equations, Cauchy-type kernel, Riemann Hilbert preblem, wave-gtide
theary.

1. Introduction
The Poincare-Bertrand formula (PBF) is given by

f f(;’_g‘y%(j) drdy = — n*g(2.2)
n f j(x f)(;‘g)_ dydx, [z7¢ (~ 1, )] 0

where singular integrals are understood as their Cauchy principal values and where
the function g (x, y) is assumed to satisfy the Holder condition used by Muskhelishvili®.
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Wwe shall use here the result (1) to solve first the singular integral equation With a
Cauchy-type kernel and then a singular Integral equation in wave-guide theory or,
which the work of Williams'® has come out recently. Willlams has investigated tyo
interesting features of the following equation in the wave-guide theory,

j <'T[:T’ R 31// W dp =h{e) 0 <o < 1) o

7+ 0,

These features are :

(i) its relationship to the equation

1
gMdy _
f‘;’_*g*lg(@*'f(f)a el < 1. 6
-1
(ii) The relationship between the solution of eqn. (2) for Z= 1(p > - 1) and
the solution of the corresponding homogeneous equation with p replaced by — p.

The work on the singular integral eqn. (2), and its generalisation, by Lewin?, Bueckner?.
Biermann! and Peters® all involve very complicated complex variable methods asso-
ciated with the Filbert problems and the Wiener-Hopf technique, except that Lewin
has utilized some simple properties of the operator 7T defined by

7= [ 294 @

-1

to solve egn. (2) in certain situations.

It is the Lewin's form of the solution of 2qn. (2) which has suggested utilizing the
PBF to such singular integral equations. This will be presented in the next sectiop.

Tt is also observed that Pennline?, has tried to give an alternative approach to the
problem of solving (2) in the case when p = 1/2 and & = 1. The approach of Pennlize
involves the reduction of the problem (2) into a system of Hilbert problems, a closed
form solution of which is difficult to obtain and Pennline has obtained tbe solution
only by employing a special technique. What more we demonstrate here in the last
section of this paper is that, a reduction of eqn. (2), after a simple transformation and
an utility of the inverse operator 7-! obtained in section 2, to a simple system of Hilbert
problems with constant coefficients for two unknowns, can be achieved relatively
cheaply and the final solution of eqn. (2) can be abtained in closed form for any realp.

5. The use of the PBF

As a first use of the PBF to singular integral equations of the first kind, we consider
the equation
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= f 2Oy _ i, ®

y—x

yhere the functions ¢ and f are assumed to satisfy the Holder conditions in (~ 1, 1).
Rewrite equ. (5) as

s (P O)dy R
Ik R 0

Multiply both sides of (6) by

—a\MeE g
;+§> xx’é(lﬂll)

and integrate with respest to x between x = — 1 and + I, where 0 < Re(f) < 1.
Then interchanging the orders of integration by using the PBF (1), we obtain :

I = R 1)

+_{f¢'v(v_)‘{‘{f(1 x) 114:3’5 }l—x 15 dx}

L= a\/E YT ()
- [ IR o

If we now use the following result (see Gakhov?),

f a- ‘)G ii)ﬁxdfg

-q —A)I:Si:nﬁ ncotnﬁﬁ“”l ] cpy, for—1<a<l ®

where

cp - fC*x ©
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eqn. (7) takes the following form

ﬁ 1
~a -0 @+ ey [ e
+7;cot(7z,/i)f “y)d}[n ];T‘ F —E)G%éﬁ

= f (= li)m"? VIS . )

The relation (10) is satisfied by the solution ¢ of the integral equations (5) for all f such
that 0 < Re(f) < L. -

We have now to choose the unknown comstant f(0 < Re(f) < 1) in such s wey
that (10) produces an jnversion formula for (5). We observe that the only choice is
that

=13 (C)]
and then the function ¢ is recovered from (10) as
L 4 TR G
VO = s s —moT ] VL= 2 S ax w
where
4= [ sy (3

The reader is referred to the work of Peters® for the comparison between the form of
the solution (12) of (5) and the solution obtained by Peters for the singular integrat
equation

[E22 -z

We observe, from (12) and (13), that if ¢ is an odd function, then the solution of (3) i
given by

$() =T f VT y“f(y)dy @

I—xZ

We next comsider egqn. (2),
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Setting, as in Williams?®,
g =1 =y 0 =1 - xDH2
d0) =@ =y (L =y, g (x) = i [ — xHMY
=) =—90) g(=N=g0hy>0

eqn, (2) can be reduced first to the equivalent integral equation

a(l — xR f ’/’y(y_) iy f Q -y éndr _28(x)

y—x p+l’

where
= (1 — p)/(L + p).

We now apply the PBF (1) to (16) in the following manner

Multiply both sides of (16) by

1 — \Y>F gdx
1+x> x — &7

Ze(— 1, 1) and integrate with respect to x between x = — 1 to x = + 1.

151

s

s

a7

Here B is

a constant (0 <C Re B < 1) which will be chosen later on So that a solution of (16) is

finally arrived at. We obtain, after utilizing the PBF (1),

—a-o(FE arams@

l:f‘a’(y)gy{{( a - x (1+x> (;;—x ,T'——I-de}]

J g __yz)x/’.ﬁ(y)dy{ f o x)llz—g(} A f)dx}

= g1 (9,
where

8@ = -2 ) J ' (i%‘ H( g""} dx.

(18)

19)
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Changing 8 to 1—ﬂm(18) we get
~a-o(FE T arom e

[ fif(y)dY{:iF(l x)<l+x1~ﬁdx o g)q

J (l_ya)UZq;(y)dy{f( x>ﬁ—1/2<y___l_x+x—l_——§>d"}

=g (3> @

where
@@ =52 f G2 e @

If we now make use of the result (8) to evaluate the inner integrals occurring in the
1left of (18) and (20), we obtain

2 1
~a-a (Y (1+a3)n2¢(«:)+;1§—(7’;-mf¢(y)dy

~azwc°t(nﬁ)[f‘”(y)d”{(1 a(t=8) ~a-n(EY, ]
+ mtan (z) J{‘ a - y2)1/ ?(y) dy {(1 + g2 _( 5_1,,}

=g ‘ @)

and

——(1—.';’)Gi (l+az)nz¢(§)+sm(nﬁ) f ¢ () dy
Y TN

— 7 tan (zf) f M[ 1+ g)W—ﬁ Lty D/’-“]

= g2 (&),
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respectively.
oo 1 — &E Lo~ E\-B
Multiplying (22) by (1-+—§> and (23) by <-1-+—§) and adding we get,

—~272(1 + a®) B (U - <§)
(L Bg; © + 2(©
<1 T E \I + £)
(= (5D
+ a?rcot () [ f (/’Tfy_)—dg’(l - {G—lf ,l—}:)h
~(r+t ) 8} ] ~ ntan (n/f)[ f Mv.) La -y
G+ z) <J ST-EDTEDTH e

where  C= | p()dy
—1

Now noting that
@ =2 =(1 - J)(' R\

e observe from (24), that the solution of the integral equation (16) will be obtained
rom (24) itself, if we choose £ such that

a?cot (nf) = tanxf
2., tannf = | a | 25

mnd, in that event, the solutior to (16) is given by
it d )
PO = = v e =y L) glm+( ) £:0)

7Ca® 1 -y F ]
"Ei??z/f 1+J) <1+J’> } @
Now, in our case, ¢ is an odd function [cf. eqn. (15)] and, therefore, C =0 and we
btain the solution of (16) as

0 = T mT(F az) Y= [_(1 +¥ g‘ W+ <' + J’> & (y)-] @
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where the functions g, and g, are defined as in (19) and (21). We observe that the
form (27) of the solution of (16) agrees with that obtained by Lewin.

3, Reduction of equation (16) to a Hilbext problem aund its solution

To reduce eqn. (16) to a simple system of Hilbert problems, we shall make use of e
inverse operator T-1 of the operator 1" in (4), as given by (14).

We set

1 A (1 r..z)llzgﬁ(“;) [.\,
1 (x) = e g J w—‘;—*;,y—“—‘ (28)

Then, by (4) and (14), we obtain, since ¢ is an odd function,

- /(1)dl

X

= — $(x). ®)

—1

By (28) and (29), we then observe that eqn. (16) is equivalent fo the following two
coupled integral equations for the two unknown functions ¢ (x) and X (x)

@ [ ony
7% T =X

-1

G0
and

f FOL 4 s =o. on

—L

The two integral eqns. (30) and (31) can finally be reduced to a system of Hilbert
problems with constant coefficients by employing the usual method of such reduction
explained in Mikhlin’s book®.

Setting

2ni y—z

0@~ L [ 40

1
X =g [ LW )
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and employi}lg.ﬂla Plemelj’s formulae for the sectionally analytic functions @ (2) and
(), analytic in the complex z-plane, cut along the real axis between — 1 and -+ 1
e find that (30) and (31) reduce to the following Hilbert problem ’

i [®F (x) + O ()] + = [X+ (%) — X~ -2
(076 + & (] + 2 [X* () = X () = o
and
i [XH(x) + X~ () + [T — @ ()] =0 (33)
where F£(x) are the limiting values of the sectionally analytic function F(Z) on the
two sides of the cut, as understood in the usual way (see Miklin®).
Wwe now decouple the system of Hilbert problems (33) by definining
iz =@+ i)e®@ -nX(@)]
and

p@ =@~ D2+ XEl G4

Then, in terms of the limiting values A+, 1~, #* and u~, the system (33) reduces to the

equivalent system,
a i 2g (%) G5)

PO g a o
and
a i 2g (x)
B O) 4 T ) = GG

We note that, from (34),

20(a? + 1) ®(2) = (a ~ D AE) + (@ + Hu @) (36)

Then using the Plemelj formulae in (36) and utilizing (35), the sofution of the integral
equation (16) can be expressed as,

4
2000 + D0 = 206 ) + 50 — i @n

Thus, the problem of solving (16) reduces to that of determining the solution of the
stuplest of the Hilbert problems as given by (35), whose solution can be expressed
{see Muskhelishvili®) as
x
_ 1 2g(t) dt @8
1@ =@ o f I ek X O] )

-1

L1Sc.—2
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and

’ ) T 2g () dt
1@ =m0 5 [ GGEHTS ATEG T

where 1,(z) and g, () are the solutions, of the homogeneous problem (35), givey by

and:- . I .
7 — INF
ty () = (Z—}—l (9)

where f is given b{r’ the relation
a = tanzf. )

Noting, then, that
1=\ o

() = Uss) ¢ @h

and
— NF

(%) = i - ;) efrs

the solution (37) of eqn. (16) is given by
2 — )
@+ 19 =~y [ @ ) a= T
() dt
A f =5 7;7(1) @ — x)] “)

or,

@ +1Dd ) = —ﬁﬁ)m 11) f (lg(i},e {;Jﬁtizx

Lot A g 8 ar
1+x> J d ——.t‘)l/2 1+ I) T x)” @)

Note that the form of the solution (43) is not the same as those obtained in (27) and
by Lewin carhcr: But this form of the solution does not have the apparent singularity
as the form (27) is having at x = 1, which was felt and mentioned by Lewin.
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However, it is Bot diﬂ?cult to obtain the form (27) of the solution of (16) by (42) if
we choose appropriate Ay (z) and g, (7) satisfying the homogeneous Hilbert problems
(35, We observe that if we choose

1 z — 1IN Iz — INE-t
1o(z)=]_:(z+1>="l+:(z+l
and
~ 1 z — INB — 1 (2= IN"P
ﬂn(*)=1+z(3+l =i —z('ziﬁl) (44

then, by (42), ¢(x) is given by

. I N T e I \V2E g
@+ N0 = nz(p+])(l«x)[ _1+x> fg(’) iF7 s

1

N M T (=9 i ER

R {
1+x J [ ) F—x
-1

The form (45) is exactly the one as given by (27).
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